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Thematic Change Analysis

1. Thematic Change Analysis

How can thematic changes of spatial features be analysed?

According to the wide diversity of contexts presented there are numerous potential methods for this task.
Objectives of such analysis concentrate on the change of thematic properties of observations — in our case
spatial features - regardless of their spatial nature and distribution. Of course these methods can pretend to
belong to the toolbox of spatial analysts. However they need companion methods applied in a further stage of
analysisto fulfil the task of spatial analysis: the spatial distribution analysis of these thematic changes. These
companion methods will be presented in the Unit 3: Spatial change analysis.

The following criteria defining the context of analysis are considered:

- Time description: 2 limits or discrete intervals

- Level of measurement: qualitative or quantitative

- Single or multiple observations analysis

- Uni or Multi-variate analysis

The presentation of thematic change analysis methods is organised into 3 groups of methods:

-Production of changeindices: univariate description of a set of multiple observations

-Time series behaviour description: univariate description for individual behaviour of observations
-Multivariate methods: multivariate description of a set of multiple observations.

Let’s take a common example to illustrate thematic change analysis discussed in this Lesson. The study area
is composed of 9 spatial features corresponding to the municipalities of a district. Several phenomena were
measured during a period of time ranging from 1900 to 1990.

Variables expressing their properties at each decade during this period of time are the following:

-Number of inhabitant (population): quantitative data at cardinal level

-Political majority: qualitative data at nominal level

-Number of wired telephone subscription: quantitative data at cardinal level

-Gender of the municipality mayor: qualitative data (binary) at nominal level

. LIrhan

[] Semiuran

B Rural

[] semimral

The 9 municipalities constituting the district under study
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Thematic Change Analysis

Municipality | 1900 | 1910 | 1920 | 1930 | 1940 | 1950 | 1960 [ 1970 | 1980 | 1990
A 15 71 a7 a1 921 4R9 69  1156) 1500[ 2118
B 3453 3056  HMB0|  3259) 3634] 4033 4248)  408527) 556E)  AZO8
c 623 GE1 b4 6 £00 Tl 563 443 632 573 £12
D B2 3 BE1 &0 690 it 770 212 1084 1180[ 1322
E 311 328 334 294 363 488 BT 13030 112 1700
F 74 594 14l odd)  1066]  1534] 18135]  4328) 5445) BAEH
€ 64| 12800 1267  1456] 1463] 1570] 1B SO dUA5)  Z316
H 256 907 1021 1434]  1317]  1490] Z584]  S214] 5753  FEE3
I a7 95 21 =] 95 | 52 58 45 a9
District B266|  9338] 0481 9299] 10203] 11298] 13508]) 20629) 23240) 28777

Number of inhabitant at each decade during the period 1900 to 1990

L earning Objectives

« Youwill beableto select appropriate methods and techniques for a specific context of thematic change
analysis

« Youwill master the basic principles of various thematic change methods and be able to accessto related
text references for in depth learning
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Thematic Change Analysis

1.1. Production of change indices

How to summarise changes of thematic properties?

There are many ways to describe change through indices. With this approach property change of individual
gpatial features is summarised with an index. This can account for an absolute or relative change, in an
univariate or multivariate context. The following table presents various methods for the production of change

indices ™.
TIME DIMENSION
2 limits | Intervals
UNIVARIATE Production of change indices
Property differencing (2oant) Central tendancy £ variability (Coalf Cuant)
Muhltiple Observations |Propetty ratioing {Cuant) Redression scare (Quant)
Cross-tabulation s classification (Qual) Allometic score (Cluant)
Transition matric es (Qual Standamdised PCA scares (Quant)

Qual: qualtative data (nominal)  Quant: quantitative data (ordinal, cardinal)
A brief overview of change indices methods

Let usfirst differentiate between methods dealing with only 2 limits of time and those managing several discrete
intervals.

1.1.1. Methods processing 2 time markers (2 limits)

In many situations the time dimension is only describe through the status of observation properties at the
beginning and the end of the considered time period (tmin, tmax). ASSuming acontext of aunivariate description
of multiple observations, information can be structured as atwo dimensional table with rows corresponding to
observations and columns expressing the two time limits.

! A change index is an indicator derived from multitemporal measurements. It expresses the amount of change within a period of time. It

can describe the change behavior of a set of features (global) or of individual features. It can result from a difference, aratio, ...
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Thematic Change Analysis

Number of inhabitant in 1900 and 1990 Political majority in 1900 and 1990
Municipality | 1900 | 1990 Municipality [ 1900 | 1990
A g15] 2118 A 2 1
B 3453 6298 B 4 4
C 5231 612 C 2 2
O a3l 1322 D 2 2
E 311 1700 E 1 4
F 774] 6463 F 1 3
G os4| 2316 G 4 4
H g56| 7883 H 3 4
| 87 59 | 2 1
District S9EE| DBTTT Liberal:1, Republican:2, Democratic:3, Socialist 4

Number of inhabitant and political majority in 1900 and 1990

As stated previously, property change can be considered either individually or globally among al spatial
features or individually but relatively to the global behaviour of features.

Individual property change (comparison of the two properties):
As stated previously, property change can be considered either individually or globally among all spatial
features or individually but relatively to the global behaviour of features.

Property difference (quantitative)
D index is the difference between property value V at tmax and tmin for each i spatial feature:

I:Ii - II"-"IIi. tma}:_ II"-"IIi. 1:min

The normalised difference ND expressesthe change rate based on areferencetime (often tmin) for eachi spatial
feature:

NDi - |III"-"IIi. 1:ma:\c: - II"-"IIi. 1:rnin]| -'II II"-"IIi. 1:min

Property ratio (quantitative)
R index is the ratio between property value V at tmax and tyin for each i spatial feature:

Ri - II"-"IIi. tmax -'II II"-"IIi. 1:min

Another property ratio can be produced that allows comparison between individual change rate and the global
one (for the whole set of considered features), Riq;. This relative change rate index RR; (Relative Ratio) isthe

ratio between Rj and Ryt
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RR = Kif Rt

Change classification (qualitative)
C index expresses the type of change between property value V at tyax and ty,in for each i spatial feature. C

values can be simply binary (with O for no change and 1 for change) or multiple to describe the type of change
between the two considered categories. C results from a classification process.
In the case of nominal level content, C valueis either 0 or 1 expressing a change or not. However, for variables
at ordinal or cardinal level, one might want to differentiate between three situations of change: a decrease,
no change and an increase. The 3 possible values of C index could then be derived from the classification
(recoding) of D; values, according to the following scheme:

o |FD,=0thenC =1
s |[FDy=0then,=2
o |[FD,=0thenC, =3

Ilustration

Let us apply this set of individual property change indices to the two variable sets listed in Table above. The
change of individual features between the two intervals of timeis described as follow.

For the number of inhabitant {quantitative)

Municipality| 1900 | 1990 | Dso,00) |ND90.00)| Ri%0,00) | RR90,00) | C{90,00)
A B15] 2118 1503 0.710 3. 444 0.954 3
B a453 B2Y90 2845 0452 1.524 0624 3
C 523 h12 a9 0.145 1.170 03356 3
] BE3| 132 39 0.453 1.9350 0.556 3
E J11 1700 1359 0.817 5. 46k 1.570 3
F 74l B4RY ahS95 0580 0..358 2401 3
E; Sbd| Y31k 1352 0.684 2. 402 0.690 3
H ooh|  /a03 f027 0 891 8 209 2 hd5 3
I a7 54 -20 -0.475 0 k75 0. 195 1
District S260| 28777 20577 .75 3. 487 1,000 J
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For the political majority {qualitative)

Municipality | 1900 | 1990 | Cyso0,00)
1

— TSmO |m| 1=

P od | P | = | = |2 D P | 2
P | B L) P | B RO | —
= |lol=]l=olalo

—

0: no change, 1: change

In the example it shows that R; amplifies growth changes compared to ND;, but the reference value for a
decrease is now lessthan 1 (municipality 1).
The gpatial analysis of behaviour change can then be carried on as a further step by making use of index

mapping.
Propeny difference
Difference (D) Mormalised difference (ND)

- /--HHH
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Property ratio

Relative ratio (RE)

Mapping of property change indices for the number of inhabitant (quantitative)
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Thematic Change Analysis

Status of change (Boolean index C)

Mapping of property change index for the political majority (qualitative)

Global property change:
One can be interested in eval uating changes among the whole set of spatial features.

Summary statistics (quantitative / qualitative)

Individual changeindices can be summarised using appropriate central tendency and dispersion indicators. Of
course only change indices relevant for comparison between features should be considered.

For quantitative change indices (ordinal and cardinal levels):

« Mean or median indicators, applied to the normalised difference index (ND) for example

. Standard deviation or interquartile of the normalised difference index (ND) values for example

« Median or mode indicators, applied to the change classification index (C) for example

. Interquartile or diversity indicators, applied to the change classification index (C) values for example

For qualitative change indices (nominal level):

«  Themode, applied to the change classification index (C) for example
« Thediversity index of the change classification index (C) values for example

These relevant central tendency and dispersion descriptors can then be used for a relative description of
individual change behaviour. At ordinal and cardinal levelsindividual feature change can be compared to the
global change by grouping its change value into classes around the central tendency:

- at ordina level: interquartiles around the median;

- at cardinal level: standard deviation units around the mean value.

Scatter gramme (quantitative)

Another efficient way for comparison of change between featuresis to plot them according to their individual
properties for the two dates. This can be seen as a“time change map” with a pair of coordinates |ocating them
into this two-dimensional space.

Such adiagramme allows different types of interpretation:

http://www.gitta.info - Version from: 31.5.2016 9
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comparison between observations: the distance expresses the level of similarity

when adding the location of the central tendency (mean, median) and the variability (standard distance)
to the diagramme, comparison can be performed between each observation and these references
furthermore change behaviour references can be added to the graph in order to identify three types
of change: growth, no change and decrease. These types of change correspond to three areas on the
diagramme: on the diagonal, above and below.

Next figure illustrates the use of a diagramme representation for the mapping of the 9 municipalities. Their
change behavior can be compared to each other as well asto global references (mean and standard deviation)
and types of change.

Number of inhabitant in 1990

9000
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200 E
.

1 EIH (o
L2

D_I * T T I T T T I
0 so0 1oaa 1500 2000 2500 a0a0 4500

Number of inhabitantin 1900
# Municipality @ Mean =imin + 1 Standard deviation

Graphical representation of property change for the number of inhabitant using a scattergramme as a “ time change map”

EXERCISE

On the last figure:

o identify groups of municipalities with asimilar change behaviour
o identify municipalities away from the average behaviour. How do you interpret their position?
«  Which municipality belongs to the “decrease” type of change?

http://www.gitta.info - Version from: 31.5.2016
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Thematic Change Analysis

o  Compare the distance of each municipality position to the “no change’ line. To what individual
property change index listed in tables of the Illustration paragraph can it be best associated?

Transition matrices (qualitative /quantitative)

Now our interest isin the nature of transitions from one state to another. We can use techniques that sacrifice
al information about individual observation properties but provide in return information on the tendency of
one state to follow another.

Due to the use of atwo dimensional cross-table, the number of considered propertiesis limited. This approach
isfully adapted for qualitative data (categories at nominal level), but also for classes at ordinal level and even
at cardinal level, assuming original properties are grouped into alimited number of classes.

Let usillustrate the exploitation of transition matrices > with our data set on Political majority of municipalities
in 1900 and 1990 illustrated in previous table. We would like to summarise the change from the property in
1900 to another onein 1990. Furthermore we could identify the tendency of one property to follow another.
A 4 x 4 matrix (or cross-table) can be constructed showing the number of times a given property —political
majority- is succeeded by another, a matrix of thistypeiscalled a transition frequency matrix and is shown
in the following table. In order to avoid confusion between properties and frequencies of change patterns, let
us recode property values with letters (L for Liberal, R for Republican, D for Democratic and S for Socialist).
The considered sample contains 9 observations, so there are 9 transitions. The matrix is read from rows to
columns meaning, for example, that a transition from state |_ to state p is counted as an entry element ay 3 of
the matrix. That is if we read from the row labelled | to the columns labelled p, we see that we move from
state | into state p onetime in the set of observations, but we can observe that there is no occurrence of move
from state p into state | (entry element ag 1). The transition frequency matrix is asymmetric and in general g; j
# g j. The transition frequency matrix is a concise way of expressing the incidence of one state or property
following another, the transition pairs.

To Row totals
L R D S
L I I 1 1 z
From R 2 2 0 0 4
D 1 [ [ 1 1
S 1 [ [ 2 2
Colwimn totals Z Z ] 4 9 Grand total

A transition frequency matrix showing property change patternsin political majority between 1900 and 1990

The tendency for one state to succeed another can be emphasised in the matrix by converting the frequencies
to decimal fractions or percentages. Different types of relative frequencies can be derived:

2 A general term to identify any matrix that expresses a change of properties (states) between two moments
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Thematic Change Analysis

. If each element is divided by the Grand total, the resulting fractions express its relative frequency of
occurrence. The whole matrix then shows the relative frequency of al the possible types of transitions.
Such amatrix iscalled transition relative frequency matrix .

. If each element in the ith row is divided by the total of the ith row, the resulting fractions express
the relative number of times state i is succeeded by the other states. Such a matrix is called transition
proportion matrix 2. The advantage of thismatrix isto express the tendency of one state to follow another
regardless of the total occurrence of theinitial state.

To Row totals
L R D S
L 0 0 0.11 0.11 0.22
From R 022 027 0 0 0. 44
D 0 0 0 0.11 077
S 0 0 0 0.22 0.2z

Ceofu i totals 022 02 i) 0. 44 =10 Grand total

Thetransition relative frequency matrix showing all the possible types of transitionsin political majority between 1900 and 1990

To Row totals
L R D S
L I 0.5 05 1.0
From R 0.5 0.2 0 0 1.0
D (0 [ 0 1.0 7.0
S (0 [ 0 1.0 1.0

Thetransition proportion matrix showing the tendency of one state of political majority in 1900 to follow another in 1990

The transition relative frequency matrix shows that 44% of the municipalities had the property R in 1900 and
this proportion has decreased to 22% in 1990. This 22% of loss compensates for the loss of state L during
the same period. The property S has the highest proportion of resulting states with 44% of municipalities. On
the other hand the indicates the same tendency for state L to move to states D and S (L/D and L/S = 0.5), as
opposed to the state R where the tendency of unchanged is 0.5 (R/R).

Assuming a representative sample of features, relative frequencies can be interpreted as probabilities of
occurrence. Thisextended approach can make use of Markov chainsfor estimating the probability of occurrence
of astate based on the existence of a previous stage. This method will be discussed in the next section relative
to time series analysis of a sequence of data. It can be used to describe individual transition pattern.

# A matrix that expresses the tendency of one state to follow another

http://www.gitta.info - Version from: 31.5.2016 12



Thematic Change Analysis

EXERCISE

Compare the two last tables and apply the same reasoning for the final state S.

1.1.2. Methodsfor time series

Evolution of thematic properties throughout time can be described in greater detail s by measuring the property
of individual observation (each spatial feature) at numerous intervals of time during the considered period.
Time intervals can be either regular or irregular. However many methods require a same regular interval that
is common to all observations in order to allow comparison. For each observation this sequence of property

values is called a time series *. Time series collected for a set of observations can be structured as a two-
dimensional datatable asillustrated below.

Municipality | 1900 | 1910 | 1920 | 1930 | 1940 | 1950 | 1960 | 1970 | 1980 | 1990
A B15 /01 i<t 521 921 = b, 969 TMAB[ 15000 2118
B J453| G895k b0 5258)  3h3d4| A0S 4248|4952 55R5|  RZOH
C 523 2k 1 54k BOO a7k AE3 445 532 573 B12
D BE3 BB 1 B50 B30 758 /70 g12) 1084 1180 1322
E 311 328 335 354 363 455 /61 1303 1121 1700
F 774 599 aal] 522 10BB|  1334| 1813] 4328] &5245] hR4RS
€] Jbd] 1980 2R 1496] 1465 1570] 162 A1 2255 2918
H S]] 907 1021 1234] 1317  1490] 2654| 84| &753] 7883
I g7 95 81 g3 95 =) 52 il 45 53
Diistrict g02hbh|  S9385) 9481 9299) 10203) 112598] 13308 20OR2S| 232400 B777
Change in number of inhabitant during the period 1900 — 1990 with an interval of 10 years
Municipality | 1900 | 1910 [ 1920 | 1930 | 1940 | 1950 | 1960 | 1970 | 1980 | 1990
A 2 1 1 2 2 4 3 3 3 1
B 4 4 4 4 2 2 4 4 4 4
- 2 3 3 2 1 2 1 1 2 2
D 2 2 2 1 1 1 2 2 1 2
E 1 1 2 1 2 2 3 3 4 4
F 1| 1 3 | 3]l 3] 3| 4] 41313
(5 4 4 4 2 2 3 3 4 4 4
H 3 [ s [ 3[4 4] 3[4 3[351]4
I 2 2 1 2 1 1 1 1 1 1

Likeral1, Republican: 2, Democratic: 3, Socialist: 4

Change in political majority during the period 1900 — 1990 with an interval of 10 years

* A sequence of measurements ordered according to Time (moments of time). It describes the change of properties of asingle observation

throughout time

http://www.gitta.info - Version from: 31.5.2016
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Individual property change:

The objective is again to summarise the individual time change behaviour with asingle index value. This can
be done by the use of typical statistical descriptors (central tendency and dispersion) or by modelling the trend
in change.

Summary statistics

With asimple statistical descriptor some aspects of theindividual change behaviour can be described such asits
central tendency, itsvariability or acombination of both. Depending on the nature of dataanalysed (qualitative
or quantitative), the following statistical descriptors are applied to summarise the change:

. For qualitative data time series: the mode and the diversity

. For guantitative data time series. the mean or the median, the standard deviation or the interquartile,
the coefficient of variation and the range.

Let us illustrate the use of statistical descriptors for summarising the time change behaviour of features
described in the two tables above.

Thetime seriesdescribing the political majority during the period 1900-1990 for 9 municipalitiesare qualitative
data measured at nominal level, therefore two indicators can be applied, the mode for deriving their central
tendency and the diversity for their dispersion as expressed below

Municipality | Mode | Diversity

— | |@ Mmoo || 1=
—

=[O e | D e [ | P e [ LD
k2

BB D0 | D e [ | D [ [ =

Statistical descriptors applied to summarise the change in number of inhabitant during the period 1900 — 1990

EXERCISE

« Municipalities A, F and H have the same modal value, In what respect their diversity value
contributes to express a difference in change behaviour?

« What interpretation can be made about the municipality E based on its modal property (bi-
modality) and its diversity?

The time series describing the number of inhabitant during the period 1900-1990 for 9 municipalities are
quantitative data measured at cardinal level, therefore six different indicators can be applied for deriving their
central tendency and dispersion

http://www.gitta.info - Version from: 31.5.2016 14
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Municipality | Median |Interquartile| Mean |5id. Dev.|Coef. Var.| Range

A 945 J36.25] 10827 451.340 0.429 1503
B 4096.5 1046.5] 43541 967 .618 0222 3039
IZZ ah2 3975 5534 46,1584 0.083 164
] 7B 331.25 gE2|  242.390 0.281 B72
E 4255 BE5.25 J06.8] 499 151 0. 706 1389
F 1200 2858.75] 23411 2160.560 0.923 5309
= 1516.5 BOZ2| 1619.3] 444721 0.275 1352
H 1403.5 3452.25] 28259 2523657 0.893 FO27
I g1 2775 73b 18.362 0.249 a0

Statistical descriptors applied to summarise the change in number of inhabitant during the period 1900 — 1990

Change trend modelling
The objective of such modelling isto summarise with asingle index value the time change behaviour of each
observation. Such a constraint limits the panel of functions to very simple ones. Two models expressing the

trend of change could be retained: the linear regression ® and the allometric function ®. More precisely, asingle
coefficient for each model will be retained in order to express the change trend.

Thetrend of alinear model can be summarised as the lope coefficient b of the linear regression functionY = a
+ b X. Inthe case of time change modelling, the variable X isthetimeand Y isthe considered phenomenon. In
agrowth process, asin many change processes, the property values of a phenomenon do not often increase in
alinear manner with respect to time. Time series values can be transformed by the application of alogarithmic
(log) or a square root (sgrt) function in order to compensate for this non linear increase. As the linear trend
coefficient should describe best the change behaviour, the analyst should apply to the original time seriesvalues
the most efficient transformation to compensate for this non linear behaviour.

Thislinear model can then take the following forms:

« Foralinear increasein the origina time seriesvalues: Y =a+ b X
o Foranon linear increasein the original time seriesvalues: logY =a+b X or sgrtY =a+b X
with X asthe time variable and Y the considered phenomenon

The principle of modelling the evolution trend is illustrated below. From the three time series illustrating
property change of three hypothetical situations throughout time, one can observe that the slope coefficient b
of alinear regression function is capable to summarise the evolution pattern of each series.

® A regression function that relates a dependant variable Y with one or several independant variables Xi in alinear manner. A first degree
polynomial function is alinear function (see Polynomial regression function)

® A regression function that describes the growth rate of a part with respect to the growth of the entire organism (see Allometry)

http://www.gitta.info - Version from: 31.5.2016 15
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4
Time series of:
feature1 o ® b>
” feature2 = ]
feature3 @ |

Phenomenon

Time X

Modelling the behaviour of 3 time series with the use of their respective slope coefficient b of the linear regression

Assuming the adjustment of thelinear trend is satisfying for each individual time series, then b coefficient can be
interpreted asthe growth rate. The coefficient value expresses the strength of change, a positive valueindicates
an increase as a hegative value suggests a decrease throughout the period of time. However the comparison
between coefficient valuesislimited due to the influence of the size of values on the trend coefficient b. There
are several techniques proposed to standardise this coefficient for comparison purposes, but an efficient way
to perform comparison is the use of an allometric function.

Allometry " is a model developed in the context of biology. It attempts to describe the relative growth of a
body part with respect to the growth of the whole body (organism). With the rise of the systemic approach
in sciences, this concept of relative growth was then associated with principles of interactions between a set
and its subsets (parts). Let us start with adefinition: “ Allometry: the relative growth of a part in relation to an
entire organism or to a standard” (Anonymous). Thus one can summarise the relative growth of individua
features with respect to the growth of the whole, in our case the set of considered features.

The alometric law is defined as follow:

« Inorigina form:

" Allometry is a concept developed in biology. “Allometry: the relative growth of a part in relation to an entire organism or to a
standard” (Merriam-Webster)

http://www.gitta.info - Version from: 31.5.2016 16
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Fi=a+ Qb

with:

Fi: size of part |

0 size of the entire arganism
b . allometric coefficient

. In linear form:

logPi=loga+blag O

In thislinear form the allometric coefficient b -which is also the s ope coefficient of the linear regression
model- can be interpreted as follow:

b =1 (positive allometry)

R elative time series of:
featurel @
feature?2 =

featurel @

b =1 {is ometry)

Size of parts (log)

b < 1 {negative allometry)

Size of the organism (log)

Modelling the growth of 3 features throughout time with respect to the growth of a whole. The b
allometric coefficient (Sope) can be interpreted as the relative growth rate of the corresponding feature.

The b change index provides information about the type and the rate of relative change of individual features.
Comparison between bi index valuesisthen made possible, aswell as mapping their spatial distribution within
the study area.
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Thematic Change Analysis

[llustration

Let us now illustrate the use of regression slope coefficient and allometric coefficient to summarise the
evolution of telephone subscriptions in each municipality between 1900 and 1990. We know that individual
evolution is influenced not only by factors governing the diffusion of innovation, but also by the increase of
potential subscribers (households) within the considered period of time.

Change in number of telephone subscription during the period 1900 — 1990 with an interval of 10 years

The growth trend of each municipality during this period of time can be first summarised with the use of the
slope coefficient b. As growth rates are not linear (Figure) it is necessary to apply atransformation to origina
data. In this case the most adequate transformation is the square root function (Sgrt). Transformed data can
now be fitted with alinear regression model:

sgrtY =a+b X

with X asthe time variable and Y the number of telephone subscription for each municipality

Number of telephone per Municipality (1900-1990)

000
—— N /*'
2600 +—| _» g
C
2000 44— O //:
+E
1800 +—0F—*—F

_|_G
1000 +— H
|
500 ="
_——wﬁ‘fﬂ%

D'—= I = I - I = 1 I I T T T -1
1900 1910 1920 1930 1940 1950 1960 1970 1930 1990

Census date

Diagram showing the evolution of number of telephone subscription during the period

1900-1990 for each municipality. It clearly illustrates the non linear progression for all features.
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Number of telephone (Sqrt) per Municipality (1900-1990)
60.00
—— A
50.00 —| o g -
. =
E
F 40.00 T— D
2 —*—E
E —+—F
= 30.00 +—
s "
k= ——H //_’wﬂﬂ
2 2000 — | >
§ /.v—/_‘/x
10.00 5
I:II:":I __= I Lo I I I I I I I I
1500 1910 1520 1930 1540 1950 1860 1970 1880 14990
Census date

Diagram showing the effect of the square root transformation applied to original data illustrated in the previousfigure.

Individual growth rate is summarised in the following table with the use of their respective b slope coefficient.
Because this process has started only around 1920 for most municipalities the slope coefficient was cal cul ated
also for the period 1920-1990.
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Municipality |slope 0090 [slope 20 90
A, 0.240 0273

B 0.609 0.733

C 0.110 0.131

D 0177 0. 181

E 0.200 0.231

F 0.553 0683

(5 0.311 0.346

H 0605 0.7 40

I 0.025 0.034
Listrict 1.134 1.355

Sope coefficients calculated for the whole period 1900-1990 as well as for the period 1920-1990 on square root transformed data.

Several comments can be made about these coefficients:

« The slope coefficient expresses the absolute amount of subscription increase during the considered
period. This is confirmed by the strong correlation between the number of telephone subscription in

1990 and the slope coefficient value.

« Such index values should be interpreted as a global rate of increase during the whole period. Nothing
is said about the relative dynamics among features.

EXERCISE

1920-1990:

« What general considerations can be made?

Compare the change trend index (slope coefficient values) for the 2 considered periods 1900-1990 and

. Inthefollowing Table, rank municipalities according to their respective slope values for the two
periods. Compare and comment on rank changes:
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Bank Municipality Municipality
Slope 1900-1830 | Slope 1920-1990
1
2
3
4
]
b
!
&)
=)

Rank and compare the number of telephone subscriptionsin 1990 (Table) and the slope values for the
two periods:

Municipality mMunicipality mMunicipality

Rank Subscripions 1990 [ Slope 1900-159390 [ Slope 1920-15930

Wl @ = | M) e ) R =

Let us now illustrate the contribution of the allometric coefficient as a change index. As you remember the
linear form of the allometric function is the following:
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wyith:

fogFi=loga+bhiogo

Fi: size of part i
2 size of the entire arganism
b allometric coefficient

The allometric coefficient is therefore the slope coefficient b of the function relating the growth of a part P;
(here the Municipality i) with the one of the whole O (here the District).
Individual relative growth rate is summarised below with the use of their respective b allometric coefficient.
Because this process has started only around 1920 for most municipalities the allometric coefficient was

calculated also for the period 1920-1990.

Municipality | 19001990 | 1920-1990
A, 0.716 0.935

B 0.940 1.151

C 0.516 0,792

D 0.644 0716

E 0.663 0.854

F 0.911 1.088

E 0.775 0,583

H 0.574 0,970

I 0.171 0,295
District 1.000 1.000

Allometric coefficients calculated for the whole period 1900-1990 as well as for the period 1920-1990.

Several comments can be made about these coefficients;

. Thealometric coefficient expresses the relative growth rate of each municipality during the considered
period. This is confirmed by the coefficient value of 1 for the district which corresponds to the entire

set of municipalities.

«  Thesub-period 1920-1990 expresses best the rel ative growth rates, as most of municipalities have started

only from 1920.

o  Fortheperiod 1920-1990 there aretwo cases of positive allometry and seven cases of negative allometry.
However municipality H isvery closetoisometry. Municipality B hasthe highest coefficient valuewhile

the municipality | has from far the lowest.

EXERCISE

Compare the change index (allometric coefficient values) for the 2 considered periods 1900-1990 and

1920-1990:

« What general considerations can be made?
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« Inthefollowing Table, rank municipalities according to their respective coefficient valuesfor the
two periods. Compare and comment on rank changes:

Bank Municipality Municipality
Allarm. 1900-19590 | Allorm. 1920-1990
1
2
3
4
]
b
7
&)
=)

Rank and compare the number of telephone subscriptionsin 1990 (T able) and the allometric coefficient
values for the two periods:

Rark Muni;ipalitg.r Municipality Municipality
Subscripions 1990 [ Allom. 1900-1990 | Allom. 1920-1990
1
2
3
4
]
b
7
&)
5

Then compare the observations made for the slope coefficients and the allometric coefficients.

Global property change:

Another way to summarise the behaviour of individual features throughout time is to synthesise the time
dimension variablesinto synthetic component. Finally index valueswill be attached to each feature (component
scores) but they are derived from aglobal analysis of the whole set of features and time variables. The objective
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isagain to summarise the individual time change behaviour with a couple index values. Such atransformation

iscalled Principal component transformation or analysis (PCA) ®, it produces principal component scores for
each feature.

Standardised principal component scor es

One can read the content of the following table as a set of time series describing the change in number of
inhabitant during a period of time for the nine considered municipalities (row direction reading). This table
structure can be approached from the column direction as well. This time census dates are interpreted as time
variables. Each of them describes the number of inhabitant in the nine municipalities at a specific date. As
properties change smoothly from a census date to another, one can expect afairly high degree of correlation
between time variables. Therefore it seems reasonable to synthesise this set of variables (here 10 dates or 10
variables) into afew number of relevant components.

Municipality | 1904 | 19310 1920 | 1930 1940 1950 1960 1970 | 1980 1990
G613 7o Fi=Ti g1 921 953 8649 1136 1500 2113
J4a3 J936[ 4160 J2329] 356354 4033 4245 4932 aoB5|] EB293
223 a1 245 go0 a6 263 443 532 ar3 B12
G5 3 GE1 G50 E90 il =1 i 8§12 1054 Maof 1342
31 323 339 354 363 453 7 61 1303 1121 1700
iy 399 GE0 g22] 1066 1334 1813 4329 2245 G489
q54 1280[ 1267 1436] 1463 1570 1621 20 2235 2F6
g 907 102 1234] 137 14490 2554 2214 aras|  TEE3
gr 25 g1 g3 g5 g1 a2 afd 45 =]

Change in number of inhabitant during the period 1900 — 1990 with an interval of

— | |@|mm|3 |5 | =

10 years. Features are the nine municipalities and variables are the 10 census dates.

This high degree of correlation is illustrated by the corresponding correlation matrix in the next table. One
can observe the following:

«  Thestrongest correlation takes place between a date and its preceding or its next one.

«  Thedegree of correlation decreases with the distancing of census dates.

« Thevariable 1960 has the overall highest degree of correlation with al other variables.

& A procedure that transforms an original set of variables into a set of Principal components. This transformation removes the original
correlation between variables (information redundancy) and structure the overall variability into ordered components (the first component
carrying more variability than the second, and so on)
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1900 7 9595 | 99 [ 979 ) 9585 | 981 | 806 | ka6 | B31 | 847
1910 | 995 7 S97 | 984 | M58 | 985 | 904 [ B30 [ BER | 534
1920 | 996 | 997 7 985 | 986 | 879 | 901 [ 613 [ 605 | 818
1930 | 979 | 984 | 985 7 S97 [ 9591 | 837 | BoB | BE0 | 556
1940 | 985 | 988 | 986 | 997 7 898 | Bde [ 709 [ 7OV | BES
1950 | 951 | 985 | 979 | 59971 | 995 7 960 | /43 [ 740 | BAEY
1960 | 906 | 904 | 901 | 937 | 945 | 960 7 891 | 881 | 831
1970 | 636 | 630 | 613 | BBE | 709 | 743 | 891 7 9596 | 989
1980 | 631 | 66 | BOS | BBO | JOV | 740 | 881 | 996 7 430
1990 | 542 | 534 | 518 | 895 | 623 | 689 | 831 [ 989 | 990 7

Correlation matrix for the ten time variables. It shows the strong degree of correlation between variables.

In order to remove the undesirable scale effect, variables should be standardised prior to the component
transformation.

The principal component transformation produces two significant components, summing up 99.5% of the total
variance:

- component 1 (PC1): 85.3% of variance

- component 2 (PC2): 14.2% of variance

The contribution of original variablesto the two retained principal componentsis expressed by their respective
weightsin the component matrix. Thefigure below illustrates this contribution. One can observe the following:

«  Years 1900 to 1960 have a strong influence on the component 1 (1960 with the strongest), while 1970
to 1990 have alower one (1990 with the weakest). All weights are positive.

.  For the component 2 weights range from negative to positive. Once again the 2 groups of variables can
be identified. The order of weights almost follows the sequence of years.
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-
0.E0 A 1&gy
19380 =w 1970
o 040
@
g
= 020 -
=]
- 1960 »
[~
§ 1 - e e
= 1850
L ]
L0.20 - 3
® YYariable 1930 * 1540
1900
1920 » #1910
.40 . T T - T
.70 075 0.80 0.85 0.90 095 1.00
Principal Component 1
Weight of variables on the two principal components.
EXERCISE

Assign a name to the two principal components that describes best their content:

o  Component 1: (relative population size during the period)
«  Component 2: (recent growth rate versus early one)

Now let’s consider the properties of the 9 municipalities for the two principal components. Their respective
score values can be plotted for identification of groups with similar evolution behaviour. From the next figure
three groups of features can be identified:

« Group 1. made of asingle outsider B
«  Group 2: made of municipalities F and H. Their two index values are positive

« Group 3: the largest group that includes the 6 remaining municipalities. Index values (scores) for both
components are almost negative. However, municipality G is dightly away from other members of this
group, with a positive index value for the first component.
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20

1.9 4

1.0 4

0.9 4

-05 1

Principal Component 2

-1.0 4

0.0 4=eee

+ H

» Municipality

*F

-1.4
-1.4

v T T

-1.0 -0.5 0.0 0.5 1.0 1.5 20
Principal Component 1

2

Score values of the 9 municipalities for the two principal components.

Interpretation of score values as a global behaviour index is made possible by comparing with the diagram
of population change during this period of time.
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Number of inhabitant per Municip ality (1900-1990)
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anao /-
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t :____-:-——_"__#{{—_—_j'f'_
1000 —r o * ;_______Sf"’
|:| = I = I I 1 1 I 1 I
1900 1910 1920 1930 1940 1950 1960 1970 1980 19480
Census date
Population change for the 9 municipalities during the period 1900-1990.
EXERCISE

in the last figure. Characterise and comment on the proposed grouping:

« Group1:
« Group2
e Group3:

Compare curve shapes of municipalities from the last diagram with their respective score values plotted
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1.2. Time series behaviour description

How to describe the sequence of changes of each individual feature?

L et us now concentrate on the individual change pattern of features. Information about each feature consists of
asequence of properties called Time series. Information content of atime series should be carefully considered
for the selection of appropriate analysistools. In the thematic dimension first, as seen before, properties can be
measured at nominal level (qualitative data), at ordinal or cardinal level (quantitative data).

Furthermore information content is also concerned by the time dimension:

« Atordinal level: only theorder of the sequenceisconsidered. In other wordsintervalsof time (or spacing)

are discarded.
o Atcardina levd: intervas of time are significant for the analysis.

Originally data can be collected at regular but also at irregular intervals of time. As most techniques for time
series analysis require regular intervals, equal spacing procedures should be applied to the original time series
prior itsanaysis.

The following table presents a selection of methods for the analysis of individual time series.

TIME DIMENSION

Intervals
UNIVARIATE Detailed description:
Funs test (Clual)
Single Ohservation Markov chains £ Transition matrices [Qual)
{Time series) Auto-association (Qual)

Auto-carrelation (Coant)
Filtering (Cual/Cuant)

Fourier seres (Cluant)

Time regression function [Cuant)
Allometry [Lluant)

Qual: qualitative data (nominall  Quant: quantitative data (ordinal, cardinall

A brief overview of time series analysis methods

1.2.1. Time as a sequence of events (with regular intervals)

In this context the behaviour of each feature is expressed throughout the considered period of time as a
succession of properties or events measured during an interval of time ti. In order to illustrate severa of the
methods discussed in this Section, let ustake asimple example. We areinterested in theanalysis of car accidents
occurring in the municipalities of our study area during a period of 3 years (1988 to 1990). The considered
phenomenon is then the frequency of car accidents reported to the police during each month in this period in
each of the municipalities. From these reports a time series made of 36 monthly counts was then produced.
It describes the behaviour or the profile of each municipality during this 3 years period of time. Let us now
concentrate on the two municipalities E and | with their respective time series listed in the table below.
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Month Municipality E  Municipality |
Jan .53 1 4
Fek. o 0 3
M ar.G53 2 2
Apr 83 1 2
il &y .55 2 0
Jun .88 4 2
Jul .88 G 4
Aug .53 3 3
Sep.ad 3 2
ot 88 2 1
Mo, 58 1 1
Dec.Gd 2 3
Jan .59 0 G
Feb.g9 0 2
M ar.59 2 1
Apr.g9 1 0
M ay .59 2 1
Jun .84 3 2
Jul.g9 5 4
AL .53 4 3
Sep.a9 3 0
Qct a9 2 1
M ow. 89 1 0
Dec.59 1 2
Jan .20 2 3
Febk.a0 1 2
b ar. a0 0 1
Apr a0 1 0
fd &y .90 2 1
Jun .20 3 2
Jul.an 4 5
Aug .80 3 3
Sep.ao 3 1
Qo a0 2 1
Moy, 90 1 2
Dec.a0 0 3

Number of car accidents per month recorded during the period 1988 to 1990 for the two municipalities E and |

The behaviour of individual features can be described and analysed in many different ways with various
considerations about the time dimension:

. In which way properties change during the period of time?

« Isthere any regular scheme of properties?

« How thisindividual behaviour compare with a reference behaviour?
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o  Canthisbehaviour be generalised and modelled?

Let usfirst briefly summarised the overall property distribution for the two municipalities during this 3 years
period of time. Descriptive statisticsindices provide us with basic characteristics about property values present
in each time series. Numerical indiceslisted in the table below indicate that the total number of car accidentsis
73 for both municipalities and that their respective mode, mean, median, and standard deviation are identical.
Their histogram shown in the next figure is confirming an identical distribution of property values during this

period of time.

Statistics Municipality E  Municipality |
M 36 36
Mode 2 2
M edian 2 2
Ml ean 2.03 203
M inirmum 1] a
Ml 2 T ki f
atd. Deviation 1.444 1.444
Skewness 0.67 067
kurtosis 0.4z 0.42
Total Mb. of car accidents i3 73

Descriptive statistics for the two time series E and |

Municipality E

Municipality 1

)
1

Frequency

-
]

[

I I I I
o 2 i 5

Car accidemts / month

I 1 | T
[x} 2 ! [

Car acciderts / month

Histogram distribution for the two time seriesE and |

Furthermore the two distributions follow almost perfectly a Poisson distribution with a mean value of 2.03. A
Chi-square test as well as a Kolmogorov-Smirnov test indicate that the differences in frequency distribution
between the Poisson distribution and the two observed distributions are strongly not significant. Thisindicates
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that during the period of 36 months the frequency of monthly car accidents do not depart from a random
distribution having a mean value of 2.03. In other words, there is no individual factor in both municipalities
that strongly affects the variations in the frequency of monthly car accidents. The following table shows the
comparison between a Poisson frequency distribution and the two observed distributions.

Observed distributions Poisson distribution Difference
acrili:lﬂenrftgaprer Frequency for| Frobability  [Frequency for | Freguency
Jb months | with p=203 [ 3b months difference
maonth (k)

0 ] 0.135 4.590 0.1

1 = 0270 8.70 0.7

2 10 0.271 8.80 0.2

3 7 0,180 b.50 0.5

4 3 0,050 3.00 (.0

2] 1 .03k 1.00 (.0

b 1 0.012 0.40 0.6

Frequency distribution of monthly car accidentsin municipalities E and
| compared with a Poisson distribution having the same mean value.

Can we then conclude to an identical behaviour of this phenomenon in the two municipalities during this 3
years period? Let us observe the contribution of the time dimension for an in depth analysis of individual
feature behaviour.

Runstest:

L et usanalyse the sequence of properties occurring within atime series. Our interest isin the succession pattern
of property values. At ordinal or cardinal level property values canincrease or decrease regularly or can present
avariety of change patterns. For a measurement at nominal level our interest is in the change of a category
to another one.

A runstest ° operates at nominal level and more precisely for abinary variablewith only two possible properties
or states. One should therefore accommodate the original time series by atransformation grouping all possible
properties into two states 0 and 1.

A runs test aims to compare the observed time series with a random sequence of states. It is used to test for
randomness of occurrence. Let us consider the experiment of tossing a coin and the time series as the result
of 16 successive tosses. Assuming an equal probability of 0.5 for obtaining a head (H) or atail (T) for each
toss, alarge variety of sequences combining 8 heads and 8 tails can be obtained. The two following sequences
illustrates extreme situations that unlikely occur at random:

- Grouped sequence HHHHHHHHTTTTTTTT

- Regular dternation: HTHTHTHTHTHTHTHT

® A runstest aims to compare an observed time series with a random sequence of states
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The succession of states corresponds to a specific pattern of the considered time series. In order to describe
the pattern the full sequence is subdivided into runs. A Run is defined as an uninterrupted succession of the
same state. In our previous example only 2 runs can be identified for the grouped sequence as 16 runs occur
in the regular alternation sequence. For a random sequence the number of runs should be situated between
these two extreme values.

It is admitted, when the number of occurrence ny and n, for each of the two states exceeds ten, that the

distribution of random arrangement of two states within a sequence can be approximated by a normal
distribution with an expected mean U and its variance #20 defined as follow:

U= {2z { (g +ng))- 1

o= (2mng (2ning - ny - ngdd A ((ng + ngling + g - 1)
with:

|- mean number of runs in a random distribution
o U - wariance of the mean number of runs in a random distribution

fy - humhber of occurrence for the state 1
hz . humhber of occurrence for the state 2

We can then applied a Z test to compare the observed number of runs U with the expected one from arandom
sequence:

7= (U- Wiog
The null hypothesis and its alternative are:
Ha U=1u
Hy U# U

With a5% level of confidence the Z value should be less than —1.96 or greater than 1.96 to reject HO and then
to conclude that number of runsin the sequence is significantly different from the one in arandom sequence.
Let us now look at the application of the Runs test to our illustrative examples: first the succession of mayor
gender for municipalities E and F and then the sequence of monthly car accidentsin municipalitiesE and I.
The first variable “gender of the municipality mayor” illustrate a series of binary properties, female or male.
The next table lists the sequence for each municipality between 1900 and 1990. Thus the original values can
be used to identify the number of runsin each sequence for the municipalities E and F. The two sequences are
the following, with 1 for Female and 2 for Male:

Municipality E: 2222222111

Municipaity F:2211212212

For the municipality E we can count only 2 runs and calculate a value Z = -2.209. Thus the null hypothesis
of arandom sequence can be rejected with alevel of confidence of 5% as the Z value is less than —1.96. The
presence of only two runs within the sequence has only very little chance to result from arandom arrangement;
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therefore there are certainly specific factors that contribute to this situation. On the contrary the sequence for
municipality F cannot be considered as significantly different from a random sequence. It contains 7 runs and
its Z value 0.492 lies within the critical region (x 1.96).

Year A B C D E F G H |
1900 2 2 2 2 2 2 2 2 2
18910 2 2 2 2 2 2 2 1 2
1920 2 1 2 2 2 1 1 1 2
1930 2 2 2 2 2 1 2 2 2
1940 2 2 2 2 2 2 2 1 2
15940 2 1 P 2 2 1 P 4 P
1960 1 1 2 2 2 2 1 2 2
1970 2 1 2 2 1 2 2 1 2
1980 1 2 2 2 1 1 1 2 2
159490 2 1 1 2 1 P P 1 1

1:woman as mayar  2: man as mayor

Gender of the mayor for the 9 municipalities during the period 1900-1990.

We are now concerned with the description of time series related with the number of monthly car accidentsin
municipalities E and | (Table). We would like to analyse the succession of monthly accidents with respect to
the central tendency of the considered time series. Let us then group monthly frequencies into two categories:
category O containing months with frequencies below the mean value (i.e. 2.03 for both time series) and
category 1 including months with frequencies aboveit.

The following table summarises results for the grouping procedure and for the runs test applied to the time
series of municipalities E and |. While both time series have the same number of cases below and above the
mean value, their sequential distribution within the same period of timeisobviously and significantly different.
The number of runsfor time series E is significantly less than arandom time series distribution, but thisis not
true for the time series | with aZ value that belongs to the interval of confidence of 5%.

Statistics Municipality E | Municipality |
Test Yalue 2.03 2.03
Cases < Test Value 24 24
Cazes == Test Yalue 12 12
Total Cases b b
Murmber of Runs 7 13
£ -3.B28 -1.337
Asvmp. Sig. (2-tailed) 0000 0181

Runs test applied to time series of monthly car accidents for municipalities E and |. The threshold or

test value is set to the mean value for the grouping of original monthly frequency into two categories.

The graphical representation of the two seriesin next figure illustrates the differences of time distribution that
is pointed out by the runstest. It shows that time series | crosses the threshold value almost twice as much as

time series E. One can notice the strong influence of the threshold value on the number of produced runs.
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Distribution of monthly car accidents in the municipalities E and | during the
period 1900-1990. The threshold assigned for the runstest is the mean value 2.03

When transforming the original time seriesfrom an ordinal or cardina level down to the nominal binary level,
different criteria can be applied to determine the threshold value for grouping into two categories:

. Differentiating between values below or above some threshold (ie. the central tendency asillustrated)
. Differentiating between “ increasing” and “ decreasing” situations.

It should be noted that the runstest reports only on the number of runs within the sequence, there is no specific
information about the length of each run.

EXERCISE

From the table describing the gender of municipality mayors during the period 1900-1990 (T able),
calculate the number of runs, the Z value and apply the test for evaluating the type of sequence for
municipalities B and D:

o  Comment on test conclusions

o ldentify the specific situation of the time series for the municipality D.

From the table describing the political majority of municipalities during the period 1900-1990 (T able),
transform original values into binary properties by choosing a relevant criterion for grouping the four
categories into two categories. Then calculate the number of runs, the Z value and apply the test for
evaluating the type of sequence for municipalities A and I:

http://www.gitta.info - Version from: 31.5.2016 35




Thematic Change Analysis

o  Comment on test conclusions
. What istheinfluence of the grouping criterion upon the test and the objective of the test?
Table with transformed value properties
Pumi cipa lity] 1908 | 1300 | 1320 | 1930 [ 194 | 1950 | 1960 | 1570 | 1980 [ 1990
A
B
L
I
E
F
G
H
|
Markov chains:

You will recall from the section Global Property Change that we were interested in the summary of change
within a period of time with the use of only two time markers or limits. Transition matrices were used to
describe the global change of political majority in the nine municipalities between 1900 and 1990. We have
then introduced the notions of transition frequency matrix, transition relative frequency matrix and transition
proportion matrix. Thiswas applied to summarise the overall change trend within the set of municipalities.
We would like now to analyse the succession of states within a single time series in order to evaluate the
probability of transition from one state to another. Thisrefersto atransition probability matrix *°. Furthermore
this matrix expresses the probability that a state A will follow a state B, provided B occurs. This is called
conditional probabilities that are contained in the transition probability matrix.

In complement to the evaluation of global probability of occurrence from any state to any state based on
the analysis of the transition matrix, the construction of Markov chains ** offers further investigations on the
sequence of state changes.

. toestimatethe probability of occurrencefromany original stateto any final state after a specific sequence

of n steps,
. toestimate the probability of occurrence of each intermediate state in a specific sequence of n steps,

. tocomparetransition probabilitiesfor the observed sequence with some reference models: deterministic,
random, uniform, ...

10 A probability matrix that expresses a transition from one state to another
1 A technique to estimate the probability of occurrence from any original state to any final state after a specific sequence of n time steps.

It makes use of transition matrices
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L et suppose atime series composed of 64 observationsregularly distributed within aperiod of timeasillustrated

in the following table.

T to fd i1 to 2 22 ta 22 220 43 dd to d4 ot B

Stan o = C o =

o > B i A A

o o B C A A

o = B C A A

A A B C o A

A A B A o A

A & = A B A

A o = A o =

A B i A o A

A A B A A B

o e B [ B E hil

Hypothetical time series made of 64 observations regularly distributed
in timeillustrating the change between three possible states A, B and C.

There are three possible states labelled A, B and C. As seen before, a 3x3 transition frequency matrix can be
constructed showing the number of times a given state is succeeded by another.

to
A B i
FiN 17 2 b
from | B 1 5 4
E: F 4 17
Tot. ol 20 T4 27

Tot. Row
28
11
28
B3

Transition frequency matrix produced from the sequence of 64 observations. It shows property change patterns

The measured time series contains 64 observations, so there are (n-1) = 63 transitions. Note that the rows and
columnstotalswill be the same, provided the sequence begins and ends with the same state otherwise two rows
and two columns will differ by one.
It is then possible to derive the transition relative frequency matrix and the transition proportion matrix (as

expressed in the two following tables)

to
A B [
Ao 027 | 0,03 | 0.10
from | B | 002 [ 0,05 | 0.05
o 011 0.0k | 027
Fot. Gol, 040 017 043

Tot. Row
0. 40
076
0. d4
1.00

Transition relative frequency matrix derived from the Transition frequency matrix
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to
A B C | Tot Row
A 0B | 0.053 | 0.24 1.00
frorm | B | 010 | 0.50 | 0.40 1.00
Col 025 | 014 | OB 1.00

Transition proportion matrix derived from the Transition frequency matrix.

It indicates the proportion of succession from any state to any possible state

Comparison with a reference sequence

An observed sequence can then be compared with a reference sequence based on their transition frequency
matrix (counts or relative frequency). The reference series can be either a theoretical model (deterministic,
random, uniform, ...) or another observed sequence. One can use a Chi-squared test to determineif the observed
seriesis significantly different from the reference.

Analysis of the succession of changes

A sequencein which the state at one point is partially dependent on the preceding stateis called Markov chains
(named after the Russian statistician, A.A. Markov). A sequence having the Markov property is intermediate
between determini stic sequences and compl etely random sequences. “In theory, the probabl e state of aMarkov
system at any future time can be predicted from knowledge of the present state” (Davis 1986).

From thetransition proportion matrix (T able) it isthen possibleto evaluate the probability of occurrence of any
statefrom any original state after aspecific number of time stepin the sequence, assuming therelativefrequency
distribution from the observed sequence is representative from the overall behaviour of the phenomenon.
In other words, one assumes that the relative frequencies correspond to the probabilities from the parent
population. When handling simple situations with few states and very few steps, it is possible to obtain such
probability of occurrence by an experimental approach, but a more general solution can be found with the
combination of conditional probabilities.

Let us take a simple situation to illustrate these two approaches. We would like to estimate the probahility of
ending with the state A when starting with this state A in a two transitions sequence (a sequence with two
steps), based on the observed sequence (Table).

Experimentally we can start from the transition proportion matrix (T able) to construct adiagram of all possible
two steps sequences starting from the state A with their corresponding conditional probabilities.
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058 A
A 0.08 B

& / 02
N c

Diagram showing all possible sequences of two steps starting from state A with their corresponding conditional probabilities

From this diagram one can identify three corresponding sequences:

A—A A AB—-~AandA-C—=A

The probability of occurrence for each sequence is obtained as following:

o AAA Pras™ Fra.=0637 068 = 0462
o ABA Pras™ Fre_e = 00387 010 = 0.003
o ACA Framc "Prooa = 0247 025 = 0060

Then the overall probability of ending with the state A when starting with this state A in a two transitions
sequenceis:

o AJA Prasioe = 0462 + 0008 + 0060 = 0.530
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It then become tediousto compute experimentally all other possible sequences of combination of three different
states. Furthermorewhen the number of states and the number of stepsincrease, thisbecomessimply impossible
to achieve. This can be obtained with ease by matrix algebra.

In order to derive the probability of obtaining any i state from any original state after n steps, the resulting
probability matrix is simply the original “transition proportion matrix” called probability matrix [P] powered
to the number of step n: [P]".

When applied to our above example, the resulting probability matrix [P]2 illustrated in the following
table shows not only the experimentally resulting probability Praz#a but aso probabilities for al other
combinations.

io
A B Z Tot Row
0E3 | 005 | 0.24 neEa | 005 | 024 A1 053 | 013 | 0,34 1,08
040 | 0.50 | 0.40 X 010 | 0.50 | 0.40 = fromm B | 022 | 023 | 047 1,08
025 | 014 | 061 025 | 014 | 061 Co| 034 | 048 | 049 100
[Pl [Pl [P]?

Probabilities of obtaining each 3 states A, B and C from each of the same
3original states after 2 steps. PrA#i#A isidentified in the resulting matrix.

It is interesting to observe that when the number of step becomes important the rows tend to become similar.
This indicates that the influence of the original states diminishes with time; it is the expression of the
“persistence of memory” in aMarkov process, asillustrated below.

O0b5 | D03 | 024 046 | 015 | 0.39 040 | 015 | 0.42

010 | 050 | 0.40 030 | 0.24 | 046 035 | 019 | 0.43

025 | 014 | 0BT 037 | 018 | 045 039 | 015 | 0.43
1 step: [P] 3 steps: [PF 9 steps: [P]?

Loss of influence of the original states when the number of step increases.

EXERCISE

Complete the following Table with the resulting probabilities attached to states B and C based on the
probability diagram (Figure).
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Pattern Probability Pattern Computation Probability
A B A 0452 A — 1 — A | 0462+0.005+0 060 0.230
A A O e e
A — B — A 0.008
A —=B—=B
A—=B—=0C
A= T — A 0.06
A =L —=hB
A= 0 =0
Total

Time dependency:

From our everyday experience we are aware that the current property of a phenomenon is related with its
property a moment before as well as a moment after. This influence is known as the time dependency. If
we consider the physical phenomenon air temperature, we can feel that temperature properties are changing
throughout days, months and seasons but in a more or less continuously manner. We can then express the
rate of change of temperature within a specific period of time. Many physical, but also social and economical
phenomena present such a continuous temporal change of properties, although they can include some more
or less abrupt discontinuities from time to time. One analytic interest is to describe this rate of change that
expresses somehow the strength and duration (length) of the time dependency. At the opposite one can found
phenomena with no temporal continuity, they are called chaotic as properties are distributed like randomly
throughout time. This influence observed in the time dimension can be extended to the geometrical or spatial
dimension. The most obvious example is certainly the distribution of elevation along a profile. Elevation
properties vary continuously from a location to the contiguous one. This is known as the spatial dependency
of the phenomenon. The rate of change and the duration of the dependency can be also estimated in this
geometrical dimension.

Another interesting property of change is certainly the identification of periodicity * or sequences within a
period of time. When the periodicity is obvious we are then observing a cyclic phenomenon. Perfect cyclic
phenomena are very rare in the reality and this property depends on the time scale considered. The air
temperature illustrates once again a cyclic phenomenon with regular periodicities: daily, seasonally, annually,
... Although such repetitive pattern is not perfect, it is then possible to identify similar patterns within a
considered period of time.

Asinthe context of time seriesthe description of property change is expressed by regular measures throughout
the time period, the indication of similarity can be estimated by a coefficient of correlation. One can then
compare the property of each step in the period of time with the one from the next and the following steps

successively. This is known as the auto-correlation technique . Practically the correlation coefficient is

2 A succession of properties that occurs regularly throughout time. For example daily temperatures or seasonal unemployement

3 A procedure to measure the time dependancy of a phenomenon from a time-series compared to itself at different time lags. (see Lag,
Auto-correlation coefficient)
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computed between a time series and itself with successive offsets between the time positions (intervals). The

amount of offset between thetwo time seriesiscalled alag . When the two series are correl ated with no offset,
the lag equals 0 and of course the correlation is perfect and without any interest. Assuming atime series made
of n positions (measures, steps), one can potentially compute correlation with different offsets varying from 0
to n-1 lags. However for the significance of the correlation coefficient the number of compared pairs must be
sufficient. This number depends on the size n of the time series and on the lag value. Usually the recommended
maximum number of lagsis about n/4

The series of correlation coefficients computed for each successive lag can be represented graphicaly as a
correlogramme . It can be interpreted to evaluate the duration and the strength of the dependency as well as
the presence and the duration of periodicities.

13 pairs compared

586234623586346

Offset: Lag 2
--586234623586346

10 pairs compared

386234623586346
-=-===586234623586346

Offset: Lag 5

Principle of auto-correlation technique illustrated for two different offsets: 2 lags and

5lags on an imaginary short time series (overlapped segments are in red colour).

Asthe measure of correlation should be adapted to the level of measurement of thetime series, one canimagine
to use the three typical correlation indicators adapted to each level:
« Atcardinal level: correlation coefficient of Pearson (or Spearman for detecting non linear correlations)
o Atordinal leve: correlation coefficient of Spearman
« Atnominal level: association coefficient of Cramer (Cramer’'sV).

To test the significance of the similarity between the two series at each specific lag, the computed correlation
value is compared with the one obtained from random sequence of values.

¥ In time series analysis, variables can be compared synchronously or with a defined time lag. As time series are generally made of
regularly distributed intervals of time, this asynchronous comparison corresponds to one or several lag steps

5 A graphical representation of a succession of correlation values varying throughout time or space (see Lag, Auto/Cross-correlation)
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However, in practice we tend to limit the content of time series to two situations. nominal level for categories
and cardinal level for continuous values. Specific auto-correlation indicators are developed: the linear auto-
correlation coefficient *° for the cardinal level and the match ratio for a measure of auto-association at the
nominal level.

Auto-correlation:

The linear correlation coefficient calculated at each lag L is the following:

I = CDV{}'&, Yisl ) / 52:{

Regardless of the number of pairs considered at each lag value, the denominator of the ratio rL corresponds
to the variance of the whole time series. When L=0 then the correlation coefficient corresponds to the linear
correlation coefficient of Pearson. Thus r. value varies between —1 and +1 and can be interpreted as the

Pearson’s coefficient:

A + signindicates adirect correlation as a— sign indicates an inverse correlation

The strength of the correlation varies between 0 for no correlation to 1 for a perfect one.
Thesignificancelevel of the correlation at each lag L can be estimated using the normal standardised probability
distribution z with:

ZL=IL (n—1L)

We can then plot the successive values in a diagramme of auto-correlation called correlogramme. Its
interpretation will reveal the structure of the analysed time-series in terms of time influence decrease (rate of
change) and presence of periodicities (cycles).

Let us now briefly illustrate this technique with the two time-series on the frequency of car accidents for
municipalities E and | presented here. As each series is composed of 36 observations, the recommended
maximum number of lags is about 9 (or n/4), however this number will be extended to 19, about the half of
the series length, in order to better visualise possible cycles.

'8 A coefficient that expresses the correlation val ue between atime-series and itself at different timelags. Their scale of measurement must

be at cardinal or ordinal level (see Lag, Cross-correlation)
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Municipality E
0.g

"X i
A N
A / ; \

Auto-comelation
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Lag

12 14 15 16 17 18 19

Correlogrammes showing the periodicity of car accidents for municipality E
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Municipality |
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Correlogrammes showing the periodicity of car accidents for municipality |

Auto-association *;

Atnominal level propertiesexpressed by numerical valueshave no hierarchical meaning. Thustheonly possible
element of comparison between pairs of value is the “matching state”. Within each compared pairs, property
values are either identical (match) or different (mismatch). Thus an index of similarity *® can be devel oped
for measuring at each successive overlap position (match position, lag) the degree of similarity or association.
Intuitively we can imagine this index as a ratio between the number of matching states and the number of
comparisons.

7 A procedureto measure thetime dependancy of aphenomenon from atime-series compared to itself at different timelags. Thistechnique
is adapted for data measured at nominal level. (see Lag, Auto-correlation coefficient)
8 Anindex expressing the degree of similarity or association between two time series or one by itself at different lag positions (see Auto-

association)
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a=m/n

with:
m . number of matching states (matching pairs)
n' . number of comparisons (compared pairs)

Regardless of the number of compared pairs that change according to the lag value, this ratio varies between
1 and 0. A value of 1 indicates a perfect similarity or association as 0 indicates no association at all.

Similarly to the correlogramme, one can then plot the successive values in a diagramme of auto-association
called associatogramme. Its interpretation will principally reveal the presence of periodicities (cycles) within
the structure of the analysed time-series.

The significance level of the association at each lag L can be estimated using either a Chi-square test or
an approximation of the binomial distribution (Davis 1986, p. 251). With a Chi-square test we compute a
normalised difference between the number of observed matches in the sequence and the number of matches
in a random sequence. This corresponds to the binomia probability of a given number of matches occurring
when arandom sequence is compared to itself. It is given by:

Pr=(Z% X4 )=n/{(n°=n)

with:
C: number of categories (properties) in the ohserved sequence
n : length of the sequence (numhber of ohservations)

Once the probability of a match (Pr) for a random distribution is computed, one can deduce the probability
of amismatch Q as:

Q=1-Pr

We can now estimate the number of matches (E) and mismatches (E’) occurring in arandom sequence:
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E=Pr'n
E! — m i n!
e iTh:
n': length of the compared sequence (number of compared pairs)

E : expected number of matches from a random sequence
E': expected number of mismatches from a random sequence

It should be noted that the number of comparisonsn’ expresses the length of the effective compared sequence
(overlapped segment) and therefore varies according to the offset (lag value).
We now have described all the components for the computation of the Chi-square value at each lag L:

Assuming this # test statistic has 1 degree of freedom, one can determine the significance of the association
index valuefor each lag L. A Yates' correction factor can be applied to this statistic if the number of expected
matches is small as with areduced overlapping segment (Davis 1986, p. 250).

Let usnow again briefly illustrate this techni que with the time-series on the changein political majority during
the period 1900-1990 for the municipality E presented in section Methods for Time Series. The series is
composed of 10 observations, with 4 different properties (categories). Applying the previous rule, considered
lag range from O to 3 for the computation of the index of similarity . We haveincluded lag O to illustrate the
situation of comparing thetime serieswith itself without any offset. Thetable below showsthe pair comparison
for the considered lag range.

Pol. Maj. E|Laqgld |Lagl |LagZ |Lag3
1 1
1 1 1
2 2 1 1
1 1 2 1 1
2 2 1 2 1
2 2 2 1 2
3 3 2 2 1
3 3 3 2 2
1 4 3 3 2
1 4 4 3 3

Pairs compared for lags ranging from O to 3, discarded values arein grey.

Steps of the procedure are the following:
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1. Computation of the index of similarity value g for lag Oto lag 3
a_ values can now being computed astheratio of the number of matching pairs divided by the number of

compared pairs. The detailed computation is shown below.

Lags| n" | O 0" | a
0 10 | 10 0 1
1 9 4 5 | 0.44
2 g 2 B | 0.25
3 7 2 5 | 0.29

2. Computation of the probability of matchesin arandom sequence

Wefirst have to calculate (# =1 # ) in the above formula:

k X | X2
1 3 g
2 3 g
3 2 4
4 2 4
X = 26

Finally Pr and Q have the following values for a sequence of 10 observationswith 4 different properties:

o Pr=(26-10)/(100-10)=16/90=0.18
« Q=1-018=0.82
3. Computation of the Chi-sguare value for each lag L

The  table below details  the computation of each Chi-square  vaue:
Lag#|rn' |0 | O | = E e | o.e|owe|o0-gf |jo-BF |(0-EfiE|[0-BT i E Itl
] 1040 ] 0 1 1.8 2.2 82 |82 | 67.24 | GF.24 27 .36 2.20 5. 56
1 914 5 |0493] 16 ) 249 | -249 576 576 2.60 0.78 4,328
2 2|2 6 |0.25) 1.4 6.6 0og | -06 026 026 0.26 0.05 0.21
3 7|2 f |029) 1.3 5.7 o7 | -0.7 0.3 0.4 0.328 .09 0.5

4. Test of significance of Chi-square value for each lag L

With a degree of freedom # = 1 and a confidence level of 95%, the critical Chi-square valueis 3.84.

We can then conclude that Chi-sguare valuesfor lags 0 and 1 are significant asthey are not for lags 2 and
3. In other words the auto-association is significantly different from a random sequence for lags 0 and
1 but not for lags 2 and 3. Its time dependency decreases rapidly but the short length of thisillustrative
series does not permit to observe the possible presence of change cycles. It is therefore not relevant to

build up an associatogramme.
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1.3. Multivariate time change analysis

What is the level of synchronisation between two phenomena or two features?

With multivariate analysis one can explore differences in evolution either between features or between
phenomenafor the same feature. When comparing the evolution of two features or two phenomena, behaviour
differences correspond to non similar evolution trends or to a time-lag. When comparing time change, one
should clearly identify the precise context of the analysisin order to select the most appropriate method:

« Therichness of the time dimension: the time period is describe with simply two limits or with more
details as a series of intervals constituting atime series.

« Thelevel of measurement of the considered phenomena: nominal, ordinal or cardinal level. More simply
as qualitative or quantitative data.

o The number of features or phenomena to be compared: with two, pairwise comparison methods
(bivariate) can be chosen. With more than two, multiple comparison methods (multivariate) should be
selected.

Thefollowing table lists 3 methods for multivariate analysis of the time dimension. Oneis used for comparing
multiple features with several phenomena (variables) expressed at cardinal level but for only two time limits.
The two remaining concern pairwise time series comparison adapted to qualitative or quantitative data.

TIME DIMEN SION

2 limits Intervals
MULTIWARIATE |Change wector anabysis (Quant) Cross-azss aciation (Qual)
Cross-carrelation (Quant)

Examples of multivariate change analysis methods.

The principle of the change vector analysis method (CVA) will be briefly describe, as cross-association and
cross-correlation methods will be illustrated with more details in the following sections.

1.3.1. Change vector analysis method (CVA)

The principle of change vector analysis method (CVA) * is to describe the change of individual feature across
the different phenomena (variables) between two limits of time (two dates) as a vector within the variables
space. Basically a vector can be described with a magnitude and a direction component. The magnitude
component expresses the amount of change as the direction component informs about the type of change. The
next figure illustrates the principle of change vector description within atwo-dimensional variables space.

% The characteristics of achangein property value between two dates (moments) for 2 phenomena (variables) can be described as avector

expressing the strength (magnitude) of change as well as the direction of change with respect to the two variables
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1
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Variable 1 Variable 1
Magnitude component Dlirection component

The two change vector components magnitude and direction describing the change of a feature between
two time limits. Illustration for a two-dimensional variables space (adapted from Eastman, 2008, p.104).

Bivariate situation:

The analysis of time change in a bivariate situation corresponds to graphics in the last figure. This can be
applied to simultaneously describe the change of properties of numerous features between two dates for two
phenomena. A graphical representation as a scattergramme allows a comparison of changes between features
to investigate. Change comparison is then based on three different characteristics:

« Thelocation of the vector in thistwo dimensional space. It indicates the property values of each feature
for the two variables and dates.

«  Themagnitude component expresses the amplitude of combined thematic change during the considered
period of time. It indicates the individual dynamics of features.

o The direction component informs about the type of combined change between the two dates. It is
measured as an angle clockwise from one variable axis, the variable 2 in the last figure.

Features can then be grouped into classes or categories of change behaviour according to their magnitude and
direction values.

Multivariate situation:

When change analysis is concerned with more than two variables at a time, two strategies are available for
using CVA method:

The number of original variables can be reduced to two components through a principal component
transformation. This allowsto return to a bivariate situation for the change vector analysis performed on these
two first components. Thisapproachisrelevant when original variablesare sufficiently correlated for producing
ahigh degree of explained variations within the two first principal components. Otherwise this transformation
leads to asignificant loss of thematic information when undertaking the change vector analysis.
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The bivariate change vector method can be extended to a multivariate situation. One can imagine a variable
space with not only two dimensions, but n dimensions. The multivariate change behaviour of each feature can
till be described as a vector with a single magnitude index, but with several direction indices, in fact n-1. The
magnitude component can still be interpreted as the individual dynamics of features and direction components
still express in amore complex manner the type of multivariate change occurring during this period of time.

1.3.2. Cross-correlation

We know that the correlation techniques express the amount of synchronised change between two phenomena
or variables. When applied to the time dimension one can compare property changes of an individual feature
for two different variables during the same period of time. Similarly it is possible to compare the behaviour
change of two different features for the same variable. Thisis obtained by comparing two time-series. For both
situations one expects to discover asignificant similarity between the two variables or the two features during
the considered period of time. The hypothesis of a significant relationship between features or variables can
be validated only when change is synchronised within the considered period of time. Let us suppose that two
phenomena are strongly correlated, but with a time-lag between them or that two features are influenced by a
same factor but with a different time response and speed. Thus a simple correlation procedure that compares
the two time-series val ues on a date-by-date basis will indicate avery low degree of correlation. We have seen
in section Time dependency atechnique called auto-correl ation that is capable of comparing atime-serieswith
itself with different time-lag values. One can then imagine to apply this principle for the comparison of two
variables or two features shifted forward or backward. This can be performed with a technique called cross-

correlation . The context of useis slightly different and more complex than the one of the auto-correlation:

«  Thelength of the two compared time-series might be different.

« Tofully investigate possible shiftsin time between the two series one should consider not only positive
time-lags but also those ones negative. We will then prefer the term of match positions rather than lags
to describe the successive comparisons.

« Theequation for cross-correlation differs dightly from the auto-correlation index, but still refers to the
Pearson linear correlation coefficient. If thetwo seriesare called Y1 and Yo and the number of compared
pairs (overlapped positions) between the two chains at the match position p isdesignated asn’, then the
eguation can be written as follow:

I, = COV'(Yq, Ya) /8°1 " Sz
with:

5'y1 . 52 ¢ standard deviations of overlapped segments of the two chains
fp © Cross-correlation coefficient at match position p

COY o covariance of overlapped segments of the two chains (with n' pairs)

® A procedure to measure the correlation value between two time-series at different time lags. Their scale of measurement must be at

cardinal or ordinal level (see Lag, Cross-association)
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The significance of the cross-correlation coefficient at each match position m can be evaluated by an
approximate test derived from atest developed for the correlation coefficient:

b =1 0 (0 =2) /(1 -1%))

with:
n' . number of overlapped positions between the two chains (compared pairs)

The degrees of freedom # equals n'-2 and the null hypothesis states that the cross-correlation is not
significantly different from zero.

Let usreturn to the evolution of the number of car accidents in municipalities E and | during the period of 26
months. Thisfigureillustratesthe regularity of car accidents peak every 6 months for municipality | and every
12 months for municipality E. When comparing their evolution pattern with cross-correlation technique, one
can expect to observe the following:

o Thereisno time-shift between peaks for the two municipalities as they match every month of July.

« Around February the difference between the two municipalitiesis the strongest.

« Cyclelengthisabout 6 and 12 months for municipality | and E respectively.
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Municipality E with Municipality |
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Cross-correlation coefficients (CCF) computed for the two time-series on the number of
car accidentsin municipalities E and |. Match positions are in the range of —30 to +30.
EXERCISE

From the last figure and with the help of the distribution of monthly car accidents in the municipalities
E and | during the period 1900-1990 (figure), try to confirm the above three observations made about
the two time-series.
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1.3.3. Cross-association

The cross-association ** is the alternative technique for the pairwise comparison of change pattern between
either two different features or two variables of the same feature, when the level of measurement is nomina
(qualitative data). The comparison process between the two time-series is similar to the cross-correlation
technique, but the measure of correspondence (degree of correspondence) at each match position is the index
of similarity. It is the same ratio as the index of similarity a_ computed for the auto-association, but this time
itis called a; as match position can be negative or positive:

a=m/n

with:
m ;o number of matching states (matching pairs)
N number of comparisons (compared pairs)

Againtheratio range between 0 and 1, expressing the strength of similarity between the two segments compared
at match position m. Successive values can be plotted in an associatogramme to identify match positions with
ahigh degree of similarity and the to interpret the related shiftsin time.

The significance level of the association at each match position m can again be estimated using either a Chi-
square test or an approximation of the binomial distribution. Just like for the auto-association case, with a Chi-
square test we compute a normalised difference between the number of observed matches in the segment of
sequences and the number of matches in a random sequence. But in this context it corresponds to the binomial
probability of agiven number of matches occurring when two random sequences are compared. It is given by:

Pr={(Z" =1 X " X2) /(N 7 Na)

wiith:

c . number of categories (properties) in the observed sequences
Ny o total length of the sequence 1 (number of observations)

nz - total length of the sequence 2 (number of observations)

Then the following steps are identical to those applied for auto-association index evaluation. Once the
probability of amatch (Pr) for arandom distribution is computed, one can deduce the probability of amismatch
Qas

Q=1-Pr

We can now estimate the number of matches (E) and mismatches (E’) occurring in arandom sequence:

2 A procedure to measure the correlation value between two time-series at different time lags. Their scale of measurement must be at
nominal level (see Lag, Cross-correlation)
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E=Pr'n
E! = m W n!
with;
n' . length of the compared sequence (number of compared pairs)

E : expected number of matches from a random sequence
E': expected number of mismatches from a random sequence

It should be noted that the number of comparisons n’” expresses the length of the effective compared sequence
(overlapped segment) and therefore varies according to the match position.
We now have described all the components for the computation of the Chi-square value at each match position

p:

1Y =(0O=-EF/E)+((O'-E'V/E)

with:

0 observed number of matches

0" observed number of mismatches

E . expected number of matches from a random sequence

E': expected number of mismatches from a random sequence

Assuming this # test statistic has 1 degree of freedom, one can determine the significance of the association
index value for each match position p.

Let usillustrate this procedure of cross-association with the comparison of political majority change between
municipalities A and E during the period 1900-1990 (Table). The two series being similar in size —same
period- but describing two different features, comparison should be applied at both negative and positive shifted
positions as illustrated in the following table.
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Political Majority Municipality o
MF;‘?"E p7 | pB | p5 | pd | g2 |p2 [pt |po | p+t | pt2 | pre | pta | p+s [ pee [ per
2
1 y:
1 1 2
2 1 1 z
2 y: 1 1 2
4 : 2 1 1 2
3 4 2 2 1 1 2
q 5 3 4 = 2 q 1 z
1 3 3 3 El 2 2 1 1 2
2 1 3 2 3 4 2 2 1 1 2
1 1 3 3 3 a 2 2 1 1 2
2 1 g 3 g 4 2 2 1 1 2
2 1 3 5 3 El 2 2 1 1 2
3 1 3 3 3 a | z 2 1 1 2
g 1 2 3 2 4 2 2 1 1 2
& compared segments 1 3 I 41 & z 1 1
4 1 2 2 E; 4 2 2 1
1 3 5 3 4 2 2
1 3 3 3 4 2
1 3 5 3 4
1 3 3 3
1 3 3
1 3
1

Comparison of political majority change between municipalities A and E. Pairs
compared for match positions ranging from -7 to +7, compared segments are in bold.

Steps of the procedure are very similar to the auto-association technique, they are the following:

1. Computation of the index of similarity a, for match position -7 to +7

ap values can now being computed as the ratio of the number of matching pairs divided by the number

of compared pairs. The detailed computation is shown below.
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2. Computation of the probability of matchesin arandom sequence

We first have to calculate #° =1 (X1* X 2) in the above formula:

k X | Ko (X1uXow

1 a a H

2 3 3 H

3 2 3 b

4 2 1 2
Xk Xk = 26

Finally Pr and Q have the following values for a sequence of 10 observationswith 4 different properties:
Pr=26/(10* 10) =26/ 100 = 0.26

Q=1-026=0.74

3. Computation of the Chi-squar e value for each match position p
The table below details the computation of each Chi-square value:
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p# om0 | o | oa E | B |0E|0-E|[0E [(0-Ef|(0EFrE[(0-ET/E| %
7 | 2 | 0| 2| 0 |o7s|222|072|072 |[060%4|06089| 078 027 1.05
& | 4 | 1 | = |025|104| 208 |-004]| 004 |0.0016 | 00016 | 000 0.00 0.00
5 | 5 |0 | & | 0 |13 | 37 |-12| 1.2 | 169 | 169 130 0.96 176
4 | 6 | 0| &6 | 0 |156 9499 |.1.66] 156 |2.4336 | 24236 | 146 0.55 211
2 | 7 | 0| 7| 0 |182 548 |-182| 182 |=2.3124|3=129| 4182 0.64 .46
2 | & | 3 | 5 |o3s|208 502|092 00202464 08969 | 044 0.14 0.55
1 | @ | 5 | 4 |056| 224 | 6.66 | 266 |-2.60]7.0756 | 70756 | 302 106 409
0 |m0| 4|6 |o0a]|26]|7a| 14|14 198 | 196 0.75 0.26 1.02
1 | 8 | 4 | 5 |094| 234 |6.66 | 1.66 |-1.66] 27556 | 27556 | 1.8 0.41 153
2 | 8 | 2 | 5 |o=2|208 502 002 [-0.02]0.8969 ] 08964 | 0.4 0.14 0.55
2 | 7 | 1| 6 |04 182|512 |-0.82| 082 |0.6724 | 06724 | 037 0.13 050
4 | 6 | 2 | 4 |033]156 | 444|044 |-0.94|0.1936 | 0.1936 | 042 0.04 0.17
5 | 5 | 1] a |0z ]| 13| 37 |-03 ]| 03| o.0a | 009 0.07 0.0z .09
E | 4 4 | 0 |104|2.956 |-1.04]| 1.04 | 1.0816 | 10316 | 1.04 037 141
7 | 3 2 | 0 |078 |222 | 075|078 |06024| 06089 | 078 027 1.05

4. Test of significance of Chi-square value for each match position m With a degree of freedomv = 1 and

aconfidence level of 95%, the critical Chi-square valueis 3.84.

We can then concludethat only the Chi-square value at match position -1 issignificant. In other wordsthe
cross-association issignificantly different from arandom sequencefor anegative time-shift of 1 between
the two sequences. This can be observed when comparing the column “Pol. Mgj. E” with the column
“m-1" of “Political Majority Municipality A” in the Table 2.32. The cross-association coefficients ap for
each of considered match positions can then be plotted as an associatogramme (Next figure). It shows
that largest similarities between the two series occur between match positions —2 and +2.
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0z ¥
I
I
0.1 5
I
I
0+ | p— T T T T T % *+—1
-7 -6 45 -4 -3 -2 -1 0 1 2 3 4 5 B 7
Match position (Lag)
Associatogramme showing the successive cross-association coefficient values for match positionsin
therange of —7 to +7. The two sequences are most similar with a time-shift corresponding to one year.
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EXERCISE

From table expressing political majority change between municipalities A and E during the period
1900-1990 (T able) try to visually estimate:

o  Thetwo municipalities with the highest similarity at match position O.
o  Two serieswith ahigh degree of similarity but with atime shift either negative or positive.
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1.4. Summary

Theobjective of athematic change analysisisto explore, understand and/or to forecast changesin the properties
of spatial features. Since only the thematic and the time dimensions are concerned, many “standard” methods
and techniques are offered to analyse such changes. Therefore, the main challenge is to select the most
appropriate methodology that satisfies our objectives in a specific informational context. One can describe
either the overall pattern of change within a set of spatial features throughout a period of time, or the analysis
can concentrate on their individual change characteristics.

This Unit proposes a framework to organise potential methods with respect to the objectives and to the
information context of the change analysis. It is structured into three sections. the production of change
indices, the description of the behaviour of time series, and multivariate time change analysis. Such approaches
are mainly concerned with the thematic changes of the properties of spatial features, both at univariate and
multivariate levels.
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1.5. Recommended Reading

e Abler R, AdamsJ., Gould P., 1972. Spatial Organization, The Geographer's View of the World. USA:
Prentice Hall.

e Caloz R, Callet C., 2011. Analyse spatiale de I'information géographique. Lausanne, Switzerland:
PPUR.

e Davis, J.C., 1986. Satistics and data analysisin geology. New Y ork: John Wiley & Sons.

e Eastman, R.,2008. IDRIS - Taiga Gl Sand Image processing software, Reference Manual. Worcester,
Clark Labs, Clark University, USA: Worcester.
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1.6. Glossary

Allometric function:
A regression function that describesthe growth rate of apart with respect to the growth of theentire organism
(see Allometry)

Allometry:
Allometry is a concept developed in biology. “Allometry: the relative growth of a part in relation to an
entire organism or to a standard” (Merriam-Webster)

Auto-association:
A procedure to measure the time dependancy of a phenomenon from a time-series compared to itself at
different timelags. Thistechniqueisadapted for datameasured at nominal level. (see Lag, Auto-correlation
coefficient)

Auto-correlation (temporal):
A procedure to measure the time dependancy of a phenomenon from a time-series compared to itself at
different time lags. (see Lag, Auto-correlation coefficient)

Auto-correlation coefficient:
A coefficient that expresses the correlation value between a time-series and itself at different time lags.
Their scale of measurement must be at cardinal or ordinal level (see Lag, Cross-correlation)

Change index (global):
A changeindex isanindicator derived from multitemporal measurements. It expressesthe amount of change
within a period of time. It can describe the change behavior of a set of features (global) or of individual
features. It can result from a difference, aratio, ...

Change vector analysis (CVA):
The characteristics of achangein property val ue between two dates (moments) for 2 phenomena (variabl es)
can be described asavector expressing the strength (magnitude) of change aswell asthe direction of change
with respect to the two variables

Correlogramme:
A graphical representation of a succession of correlation values varying throughout time or space (see Lag,
Auto/Cross-correlation)

Cross-association:
A procedure to measure the correlation val ue between two time-series at different time lags. Their scale of
measurement must be at nominal level (see Lag, Cross-correlation)

Cross-correlation:
A procedure to measure the correl ation value between two time-series at different time lags. Their scale of
measurement must be at cardinal or ordinal level (see Lag, Cross-association)

Lag:
In time seriesanalysis, variables can be compared synchronously or with adefined timelag. Astime series
are generally made of regularly distributed intervals of time, this asynchronous comparison corresponds
to one or severd lag steps

Linear regression function:
A regression function that relates a dependant variable Y with one or several independant variables Xi in a
linear manner. A first degree polynomial function isalinear function (see Polynomia regression function)

Markov chain (analysis):
A techniqueto estimate the probability of occurrencefrom any original stateto any final state after aspecific
sequence of n time steps. It makes use of transition matrices
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Periodicity:
A succession of properties that occurs regularly throughout time. For example daily temperatures or
seasona unemployement
Principal component analysis (PCA):
A procedure that transforms an original set of variables into a set of Principal components. This
transformation removes the original correlation between variables (information redundancy) and structure
the overadl variability into ordered components (the first component carrying more variability than the
second, and so on)
Runstest:
A runstest aims to compare an observed time series with arandom sequence of states
Similarity index:
An index expressing the degree of similarity or association between two time series or one by itself at
different lag positions (see Auto-association)
Thematic properties:
Values attached to observations expressing their property for each considered phenomenon (variable)
Timeseries:
A sequence of measurements ordered according to Time (moments of time). It describes the change of
properties of a single observation throughout time
Transition matrix:
A general term to identify any matrix that expresses a change of properties (states) between two moments
Transition probability matrix:
A probability matrix that expresses a transition from one state to another
Transition proportion matrix:
A matrix that expresses the tendency of one state to follow another
Trend surface (analysis):
A regression function modelling the property values (Z) based on their location (X,Y) in space: Z = f(X,Y)
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