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1. Thematic Change Analysis
How can thematic changes of spatial features be analysed?
According to the wide diversity of contexts presented there are numerous potential methods for this task.
Objectives of such analysis concentrate on the change of thematic properties of observations – in our case
spatial features - regardless of their spatial nature and distribution. Of course these methods can pretend to
belong to the toolbox of spatial analysts. However they need companion methods applied in a further stage of
analysis to fulfil the task of spatial analysis: the spatial distribution analysis of these thematic changes. These
companion methods will be presented in the Unit 3: Spatial change analysis.
The following criteria defining the context of analysis are considered:
- Time description: 2 limits or discrete intervals
- Level of measurement: qualitative or quantitative
- Single or multiple observations analysis
- Uni or Multi-variate analysis
The presentation of thematic change analysis methods is organised into 3 groups of methods:
-Production of change indices: univariate description of a set of multiple observations
-Time series behaviour description: univariate description for individual behaviour of observations
-Multivariate methods: multivariate description of a set of multiple observations.
Let’s take a common example to illustrate thematic change analysis discussed in this Lesson. The study area
is composed of 9 spatial features corresponding to the municipalities of a district. Several phenomena were
measured during a period of time ranging from 1900 to 1990.
Variables expressing their properties at each decade during this period of time are the following:
-Number of inhabitant (population): quantitative data at cardinal level
-Political majority: qualitative data at nominal level
-Number of wired telephone subscription: quantitative data at cardinal level
-Gender of the municipality mayor: qualitative data (binary) at nominal level

The 9 municipalities constituting the district under study
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Number of inhabitant at each decade during the period 1900 to 1990

Learning Objectives

• You will be able to select appropriate methods and techniques for a specific context of thematic change
analysis

• You will master the basic principles of various thematic change methods and be able to access to related
text references for in depth learning
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1.1. Production of change indices
How to summarise changes of thematic properties?
There are many ways to describe change through indices. With this approach property change of individual
spatial features is summarised with an index. This can account for an absolute or relative change, in an
univariate or multivariate context. The following table presents various methods for the production of change

indices 1.

A brief overview of change indices methods

Let us first differentiate between methods dealing with only 2 limits of time and those managing several discrete
intervals.

1.1.1. Methods processing 2 time markers (2 limits)

In many situations the time dimension is only describe through the status of observation properties at the
beginning and the end of the considered time period (tmin, tmax). Assuming a context of a univariate description

of multiple observations, information can be structured as a two dimensional table with rows corresponding to
observations and columns expressing the two time limits.

1 A change index is an indicator derived from multitemporal measurements. It expresses the amount of change within a period of time. It

can describe the change behavior of a set of features (global) or of individual features. It can result from a difference, a ratio, ...
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Number of inhabitant and political majority in 1900 and 1990

As stated previously, property change can be considered either individually or globally among all spatial
features or individually but relatively to the global behaviour of features.

Individual property change (comparison of the two properties):
As stated previously, property change can be considered either individually or globally among all spatial
features or individually but relatively to the global behaviour of features.

Property difference (quantitative)
D index is the difference between property value V at tmax and tmin for each i spatial feature:

The normalised difference ND expresses the change rate based on a reference time (often tmin) for each i spatial

feature:

Property ratio (quantitative)
R index is the ratio between property value V at tmax and tmin for each i spatial feature:

Another property ratio can be produced that allows comparison between individual change rate and the global
one (for the whole set of considered features), Rtot. This relative change rate index RRi (Relative Ratio) is the

ratio between Ri and Rtot:
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Change classification (qualitative)
C index expresses the type of change between property value V at tmax and tmin for each i spatial feature. C

values can be simply binary (with 0 for no change and 1 for change) or multiple to describe the type of change
between the two considered categories. C results from a classification process.
In the case of nominal level content, C value is either 0 or 1 expressing a change or not. However, for variables
at ordinal or cardinal level, one might want to differentiate between three situations of change: a decrease,
no change and an increase. The 3 possible values of C index could then be derived from the classification
(recoding) of Di values, according to the following scheme:

Illustration
Let us apply this set of individual property change indices to the two variable sets listed in Table above. The
change of individual features between the two intervals of time is described as follow.
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In the example it shows that Ri amplifies growth changes compared to NDi, but the reference value for a

decrease is now less than 1 (municipality I).
The spatial analysis of behaviour change can then be carried on as a further step by making use of index
mapping.
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Mapping of property change indices for the number of inhabitant (quantitative)



Thematic Change Analysis

http://www.gitta.info - Version from: 31.5.2016  9

Mapping of property change index for the political majority (qualitative)

Global property change:
One can be interested in evaluating changes among the whole set of spatial features.

Summary statistics (quantitative / qualitative)
Individual change indices can be summarised using appropriate central tendency and dispersion indicators. Of
course only change indices relevant for comparison between features should be considered.
For quantitative change indices (ordinal and cardinal levels):

• Mean or median indicators, applied to the normalised difference index (ND) for example

• Standard deviation or interquartile of the normalised difference index (ND) values for example

• Median or mode indicators, applied to the change classification index (C) for example

• Interquartile or diversity indicators, applied to the change classification index (C) values for example

For qualitative change indices (nominal level):

• The mode, applied to the change classification index (C) for example

• The diversity index of the change classification index (C) values for example

These relevant central tendency and dispersion descriptors can then be used for a relative description of
individual change behaviour. At ordinal and cardinal levels individual feature change can be compared to the
global change by grouping its change value into classes around the central tendency:
- at ordinal level: interquartiles around the median;
- at cardinal level: standard deviation units around the mean value.

Scattergramme (quantitative)
Another efficient way for comparison of change between features is to plot them according to their individual
properties for the two dates. This can be seen as a “time change map” with a pair of coordinates locating them
into this two-dimensional space.
Such a diagramme allows different types of interpretation:



Thematic Change Analysis

http://www.gitta.info - Version from: 31.5.2016  10

• comparison between observations: the distance expresses the level of similarity

• when adding the location of the central tendency (mean, median) and the variability (standard distance)
to the diagramme, comparison can be performed between each observation and these references

• furthermore change behaviour references can be added to the graph in order to identify three types
of change: growth, no change and decrease. These types of change correspond to three areas on the
diagramme: on the diagonal, above and below.

Next figure illustrates the use of a diagramme representation for the mapping of the 9 municipalities. Their
change behavior can be compared to each other as well as to global references (mean and standard deviation)
and types of change.

Graphical representation of property change for the number of inhabitant using a scattergramme as a “time change map”

EXERCISE

On the last figure:

• identify groups of municipalities with a similar change behaviour

• identify municipalities away from the average behaviour. How do you interpret their position?

• Which municipality belongs to the “decrease” type of change?
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• Compare the distance of each municipality position to the “no change” line. To what individual
property change index listed in tables of the Illustration paragraph can it be best associated?

Transition matrices (qualitative /quantitative)
Now our interest is in the nature of transitions from one state to another. We can use techniques that sacrifice
all information about individual observation properties but provide in return information on the tendency of
one state to follow another.
Due to the use of a two dimensional cross-table, the number of considered properties is limited. This approach
is fully adapted for qualitative data (categories at nominal level), but also for classes at ordinal level and even
at cardinal level, assuming original properties are grouped into a limited number of classes.

Let us illustrate the exploitation of transition matrices 2 with our data set on Political majority of municipalities
in 1900 and 1990 illustrated in previous table. We would like to summarise the change from the property in
1900 to another one in 1990. Furthermore we could identify the tendency of one property to follow another.
A 4 × 4 matrix (or cross-table) can be constructed showing the number of times a given property –political
majority- is succeeded by another, a matrix of this type is called a  transition frequency matrix  and is shown
in the following table. In order to avoid confusion between properties and frequencies of change patterns, let
us recode property values with letters (L for Liberal, R for Republican, D for Democratic and S for Socialist).
The considered sample contains 9 observations, so there are 9 transitions. The matrix is read from rows to
columns meaning, for example, that a transition from state L to state D is counted as an entry element a1,3 of

the matrix. That is if we read from the row labelled L to the columns labelled D, we see that we move from

state L into state D one time in the set of observations, but we can observe that there is no occurrence of move

from state D into state L (entry element a3,1). The transition frequency matrix is asymmetric and in general ai,j

# aj,i. The transition frequency matrix is a concise way of expressing the incidence of one state or property

following another, the transition pairs.

A transition frequency matrix showing property change patterns in political majority between 1900 and 1990

The tendency for one state to succeed another can be emphasised in the matrix by converting the frequencies
to decimal fractions or percentages. Different types of relative frequencies can be derived:

2 A general term to identify any matrix that expresses a change of properties (states) between two moments
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• If each element is divided by the Grand total, the resulting fractions express its relative frequency of
occurrence. The whole matrix then shows the relative frequency of all the possible types of transitions.
Such a matrix is called  transition relative frequency matrix .

• If each element in the ith row is divided by the total of the ith row, the resulting fractions express
the relative number of times state i is succeeded by the other states. Such a matrix is called transition

proportion matrix 3. The advantage of this matrix is to express the tendency of one state to follow another
regardless of the total occurrence of the initial state.

The transition relative frequency matrix showing all the possible types of transitions in political majority between 1900 and 1990

The transition proportion matrix showing the tendency of one state of political majority in 1900 to follow another in 1990

The transition relative frequency matrix shows that 44% of the municipalities had the property R in 1900 and
this proportion has decreased to 22% in 1990. This 22% of loss compensates for the loss of state L during
the same period. The property S has the highest proportion of resulting states with 44% of municipalities. On
the other hand the indicates the same tendency for state L to move to states D and S (L/D and L/S = 0.5), as
opposed to the state R where the tendency of unchanged is 0.5 (R/R).
Assuming a representative sample of features, relative frequencies can be interpreted as probabilities of
occurrence. This extended approach can make use of Markov chains for estimating the probability of occurrence
of a state based on the existence of a previous stage. This method will be discussed in the next section relative
to time series analysis of a sequence of data. It can be used to describe individual transition pattern.

3 A matrix that expresses the tendency of one state to follow another
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EXERCISE

Compare the two last tables and apply the same reasoning for the final state S.

1.1.2. Methods for time series

Evolution of thematic properties throughout time can be described in greater details by measuring the property
of individual observation (each spatial feature) at numerous intervals of time during the considered period.
Time intervals can be either regular or irregular. However many methods require a same regular interval that
is common to all observations in order to allow comparison. For each observation this sequence of property

values is called a time series 4. Time series collected for a set of observations can be structured as a two-
dimensional data table as illustrated below.

Change in number of inhabitant during the period 1900 – 1990 with an interval of 10 years

Change in political majority during the period 1900 – 1990 with an interval of 10 years

4 A sequence of measurements ordered according to Time (moments of time). It describes the change of properties of a single observation

throughout time
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Individual property change:
The objective is again to summarise the individual time change behaviour with a single index value. This can
be done by the use of typical statistical descriptors (central tendency and dispersion) or by modelling the trend
in change.

Summary statistics
With a simple statistical descriptor some aspects of the individual change behaviour can be described such as its
central tendency, its variability or a combination of both. Depending on the nature of data analysed (qualitative
or quantitative), the following statistical descriptors are applied to summarise the change:

• For qualitative data time series: the mode and the diversity

• For quantitative data time series: the mean or the median, the standard deviation or the interquartile,
the coefficient of variation and the range.

Let us illustrate the use of statistical descriptors for summarising the time change behaviour of features
described in the two tables above.
The time series describing the political majority during the period 1900-1990 for 9 municipalities are qualitative
data measured at nominal level, therefore two indicators can be applied, the mode for deriving their central
tendency and the diversity for their dispersion as expressed below

Statistical descriptors applied to summarise the change in number of inhabitant during the period 1900 – 1990

EXERCISE

• Municipalities A, F and H have the same modal value, In what respect their diversity value
contributes to express a difference in change behaviour?

• What interpretation can be made about the municipality E based on its modal property (bi-
modality) and its diversity?

The time series describing the number of inhabitant during the period 1900-1990 for 9 municipalities are
quantitative data measured at cardinal level, therefore six different indicators can be applied for deriving their
central tendency and dispersion
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Statistical descriptors applied to summarise the change in number of inhabitant during the period 1900 – 1990

Change trend modelling
The objective of such modelling is to summarise with a single index value the time change behaviour of each
observation. Such a constraint limits the panel of functions to very simple ones. Two models expressing the

trend of change could be retained: the linear regression 5 and the allometric function 6. More precisely, a single
coefficient for each model will be retained in order to express the change trend.
The trend of a linear model can be summarised as the slope coefficient b of the linear regression function Y = a
+ b X. In the case of time change modelling, the variable X is the time and Y is the considered phenomenon. In
a growth process, as in many change processes, the property values of a phenomenon do not often increase in
a linear manner with respect to time. Time series values can be transformed by the application of a logarithmic
(log) or a square root (sqrt) function in order to compensate for this non linear increase. As the linear trend
coefficient should describe best the change behaviour, the analyst should apply to the original time series values
the most efficient transformation to compensate for this non linear behaviour.
This linear model can then take the following forms:

• For a linear increase in the original time series values: Y = a + b X

• For a non linear increase in the original time series values: logY = a + b X or sqrtY = a + b X
with X as the time variable and Y the considered phenomenon

The principle of modelling the evolution trend is illustrated below. From the three time series illustrating
property change of three hypothetical situations throughout time, one can observe that the slope coefficient b
of a linear regression function is capable to summarise the evolution pattern of each series.

5 A regression function that relates a dependant variable Y with one or several independant variables Xi in a linear manner. A first degree

polynomial function is a linear function (see Polynomial regression function)

6 A regression function that describes the growth rate of a part with respect to the growth of the entire organism (see Allometry)
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Modelling the behaviour of 3 time series with the use of their respective slope coefficient b of the linear regression

Assuming the adjustment of the linear trend is satisfying for each individual time series, then b coefficient can be
interpreted as the growth rate. The coefficient value expresses the strength of change, a positive value indicates
an increase as a negative value suggests a decrease throughout the period of time. However the comparison
between coefficient values is limited due to the influence of the size of values on the trend coefficient b. There
are several techniques proposed to standardise this coefficient for comparison purposes, but an efficient way
to perform comparison is the use of an allometric function.

Allometry 7 is a model developed in the context of biology. It attempts to describe the relative growth of a
body part with respect to the growth of the whole body (organism). With the rise of the systemic approach
in sciences, this concept of relative growth was then associated with principles of interactions between a set
and its subsets (parts). Let us start with a definition: “Allometry: the relative growth of a part in relation to an
entire organism or to a standard”  (Anonymous). Thus one can summarise the relative growth of individual
features with respect to the growth of the whole, in our case the set of considered features.
The allometric law is defined as follow:

• In original form:

7 Allometry is a concept developed in biology. “Allometry: the relative growth of a part in relation to an entire organism or to a

standard” (Merriam-Webster)
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• In linear form:

In this linear form the allometric coefficient b -which is also the slope coefficient of the linear regression
model- can be interpreted as follow:

Modelling the growth of 3 features throughout time with respect to the growth of a whole. The b

allometric coefficient (slope) can be interpreted as the relative growth rate of the corresponding feature.

The b change index provides information about the type and the rate of relative change of individual features.
Comparison between bi index values is then made possible, as well as mapping their spatial distribution within
the study area.
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Illustration
Let us now illustrate the use of regression slope coefficient and allometric coefficient to summarise the
evolution of telephone subscriptions in each municipality between 1900 and 1990. We know that individual
evolution is influenced not only by factors governing the diffusion of innovation, but also by the increase of
potential subscribers (households) within the considered period of time.

Change in number of telephone subscription during the period 1900 – 1990 with an interval of 10 years

The growth trend of each municipality during this period of time can be first summarised with the use of the
slope coefficient b. As growth rates are not linear (Figure) it is necessary to apply a transformation to original
data. In this case the most adequate transformation is the square root function (Sqrt). Transformed data can
now be fitted with a linear regression model:
sqrtY = a + b X
with X as the time variable and Y the number of telephone subscription for each municipality

Diagram showing the evolution of number of telephone subscription during the period

1900-1990 for each municipality. It clearly illustrates the non linear progression for all features.



Thematic Change Analysis

http://www.gitta.info - Version from: 31.5.2016  19

Diagram showing the effect of the square root transformation applied to original data illustrated in the previous figure.

Individual growth rate is summarised in the following table with the use of their respective b slope coefficient.
Because this process has started only around 1920 for most municipalities the slope coefficient was calculated
also for the period 1920-1990.
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Slope coefficients calculated for the whole period 1900-1990 as well as for the period 1920-1990 on square root transformed data.

Several comments can be made about these coefficients:

• The slope coefficient expresses the absolute amount of subscription increase during the considered
period. This is confirmed by the strong correlation between the number of telephone subscription in
1990 and the slope coefficient value.

• Such index values should be interpreted as a global rate of increase during the whole period. Nothing
is said about the relative dynamics among features.

EXERCISE

Compare the change trend index (slope coefficient values) for the 2 considered periods 1900-1990 and
1920-1990:

• What general considerations can be made?

• In the following Table, rank municipalities according to their respective slope values for the two
periods. Compare and comment on rank changes:
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Rank and compare the number of telephone subscriptions in 1990 (Table) and the slope values for the
two periods:

Let us now illustrate the contribution of the allometric coefficient as a change index. As you remember the
linear form of the allometric function is the following:
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The allometric coefficient is therefore the slope coefficient b of the function relating the growth of a part Pi

(here the Municipality i) with the one of the whole O (here the District).
Individual relative growth rate is summarised below with the use of their respective b allometric coefficient.
Because this process has started only around 1920 for most municipalities the allometric coefficient was
calculated also for the period 1920-1990.

Allometric coefficients calculated for the whole period 1900-1990 as well as for the period 1920-1990.

Several comments can be made about these coefficients:

• The allometric coefficient expresses the relative growth rate of each municipality during the considered
period. This is confirmed by the coefficient value of 1 for the district which corresponds to the entire
set of municipalities.

• The sub-period 1920-1990 expresses best the relative growth rates, as most of municipalities have started
only from 1920.

• For the period 1920-1990 there are two cases of positive allometry and seven cases of negative allometry.
However municipality H is very close to isometry. Municipality B has the highest coefficient value while
the municipality I has from far the lowest.

EXERCISE

Compare the change index (allometric coefficient values) for the 2 considered periods 1900-1990 and
1920-1990:

• What general considerations can be made?
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• In the following Table, rank municipalities according to their respective coefficient values for the
two periods. Compare and comment on rank changes:

Rank and compare the number of telephone subscriptions in 1990 (Table) and the allometric coefficient
values for the two periods:

Then compare the observations made for the slope coefficients and the allometric coefficients.

Global property change:
Another way to summarise the behaviour of individual features throughout time is to synthesise the time
dimension variables into synthetic component. Finally index values will be attached to each feature (component
scores) but they are derived from a global analysis of the whole set of features and time variables. The objective
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is again to summarise the individual time change behaviour with a couple index values. Such a transformation

is called Principal component transformation or analysis (PCA) 8, it produces principal component scores for
each feature.

Standardised principal component scores
One can read the content of the following table as a set of time series describing the change in number of
inhabitant during a period of time for the nine considered municipalities (row direction reading). This table
structure can be approached from the column direction as well. This time census dates are interpreted as time
variables. Each of them describes the number of inhabitant in the nine municipalities at a specific date. As
properties change smoothly from a census date to another, one can expect a fairly high degree of correlation
between time variables. Therefore it seems reasonable to synthesise this set of variables (here 10 dates or 10
variables) into a few number of relevant components.

Change in number of inhabitant during the period 1900 – 1990 with an interval of

10 years. Features are the nine municipalities and variables are the 10 census dates.

This high degree of correlation is illustrated by the corresponding correlation matrix in the next table. One
can observe the following:

• The strongest correlation takes place between a date and its preceding or its next one.

• The degree of correlation decreases with the distancing of census dates.

• The variable 1960 has the overall highest degree of correlation with all other variables.

8 A procedure that transforms an original set of variables into a set of Principal components. This transformation removes the original

correlation between variables (information redundancy) and structure the overall variability into ordered components (the first component

carrying more variability than the second, and so on)
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Correlation matrix for the ten time variables. It shows the strong degree of correlation between variables.

In order to remove the undesirable scale effect, variables should be standardised prior to the component
transformation.
The principal component transformation produces two significant components, summing up 99.5% of the total
variance:
- component 1 (PC1): 85.3% of variance
- component 2 (PC2): 14.2% of variance
The contribution of original variables to the two retained principal components is expressed by their respective
weights in the component matrix. The figure below illustrates this contribution. One can observe the following:

• Years 1900 to 1960 have a strong influence on the component 1 (1960 with the strongest), while 1970
to 1990 have a lower one (1990 with the weakest). All weights are positive.

• For the component 2 weights range from negative to positive. Once again the 2 groups of variables can
be identified. The order of weights almost follows the sequence of years.
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Weight of variables on the two principal components.

EXERCISE

Assign a name to the two principal components that describes best their content:

• Component 1: (relative population size during the period)

• Component 2: (recent growth rate versus early one)

Now let’s consider the properties of the 9 municipalities for the two principal components. Their respective
score values can be plotted for identification of groups with similar evolution behaviour. From the next figure
three groups of features can be identified:

• Group 1: made of a single outsider B

• Group 2: made of municipalities F and H. Their two index values are positive

• Group 3: the largest group that includes the 6 remaining municipalities. Index values (scores) for both
components are almost negative. However, municipality G is slightly away from other members of this
group, with a positive index value for the first component.



Thematic Change Analysis

http://www.gitta.info - Version from: 31.5.2016  27

Score values of the 9 municipalities for the two principal components.

Interpretation of score values as a global behaviour index is made possible by comparing with the diagram
of population change during this period of time.
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Population change for the 9 municipalities during the period 1900-1990.

EXERCISE

Compare curve shapes of municipalities from the last diagram with their respective score values plotted
in the last figure. Characterise and comment on the proposed grouping:

• Group 1:

• Group 2:

• Group 3:
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1.2. Time series behaviour description
How to describe the sequence of changes of each individual feature?
Let us now concentrate on the individual change pattern of features. Information about each feature consists of
a sequence of properties called Time series. Information content of a time series should be carefully considered
for the selection of appropriate analysis tools. In the thematic dimension first, as seen before, properties can be
measured at nominal level (qualitative data), at ordinal or cardinal level (quantitative data).
Furthermore information content is also concerned by the time dimension:

• At ordinal level: only the order of the sequence is considered. In other words intervals of time (or spacing)
are discarded.

• At cardinal level: intervals of time are significant for the analysis.

Originally data can be collected at regular but also at irregular intervals of time. As most techniques for time
series analysis require regular intervals, equal spacing procedures should be applied to the original time series
prior its analysis.
The following table presents a selection of methods for the analysis of individual time series.

A brief overview of time series analysis methods

1.2.1. Time as a sequence of events (with regular intervals)

In this context the behaviour of each feature is expressed throughout the considered period of time as a
succession of properties or events measured during an interval of time ti. In order to illustrate several of the
methods discussed in this Section, let us take a simple example. We are interested in the analysis of car accidents
occurring in the municipalities of our study area during a period of 3 years (1988 to 1990). The considered
phenomenon is then the frequency of car accidents reported to the police during each month in this period in
each of the municipalities. From these reports a time series made of 36 monthly counts was then produced.
It describes the behaviour or the profile of each municipality during this 3 years period of time. Let us now
concentrate on the two municipalities E and I with their respective time series listed in the table below.
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Number of car accidents per month recorded during the period 1988 to 1990 for the two municipalities E and I

The behaviour of individual features can be described and analysed in many different ways with various
considerations about the time dimension:

• In which way properties change during the period of time?

• Is there any regular scheme of properties?

• How this individual behaviour compare with a reference behaviour?
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• Can this behaviour be generalised and modelled?

Let us first briefly summarised the overall property distribution for the two municipalities during this 3 years
period of time. Descriptive statistics indices provide us with basic characteristics about property values present
in each time series. Numerical indices listed in the table below indicate that the total number of car accidents is
73 for both municipalities and that their respective mode, mean, median, and standard deviation are identical.
Their histogram shown in the next figure is confirming an identical distribution of property values during this
period of time.

Descriptive statistics for the two time series E and I

Histogram distribution for the two time series E and I

Furthermore the two distributions follow almost perfectly a Poisson distribution with a mean value of 2.03. A
Chi-square test as well as a Kolmogorov-Smirnov test indicate that the differences in frequency distribution
between the Poisson distribution and the two observed distributions are strongly not significant. This indicates
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that during the period of 36 months the frequency of monthly car accidents do not depart from a random
distribution having a mean value of 2.03. In other words, there is no individual factor in both municipalities
that strongly affects the variations in the frequency of monthly car accidents. The following table shows the
comparison between a Poisson frequency distribution and the two observed distributions.

Frequency distribution of monthly car accidents in municipalities E and

I compared with a Poisson distribution having the same mean value.

Can we then conclude to an identical behaviour of this phenomenon in the two municipalities during this 3
years period? Let us observe the contribution of the time dimension for an in depth analysis of individual
feature behaviour.

Runs test:
Let us analyse the sequence of properties occurring within a time series. Our interest is in the succession pattern
of property values. At ordinal or cardinal level property values can increase or decrease regularly or can present
a variety of change patterns. For a measurement at nominal level our interest is in the change of a category
to another one.

A runs test 9 operates at nominal level and more precisely for a binary variable with only two possible properties
or states. One should therefore accommodate the original time series by a transformation grouping all possible
properties into two states 0 and 1.
A runs test aims to compare the observed time series with a random sequence of states. It is used to test for
randomness of occurrence. Let us consider the experiment of tossing a coin and the time series as the result
of 16 successive tosses. Assuming an equal probability of 0.5 for obtaining a head (H) or a tail (T) for each
toss, a large variety of sequences combining 8 heads and 8 tails can be obtained. The two following sequences
illustrates extreme situations that unlikely occur at random:
- Grouped sequence: H H H H H H H H T T T T T T T T
- Regular alternation: H T H T H T H T H T H T H T H T

9 A runs test aims to compare an observed time series with a random sequence of states
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The succession of states corresponds to a specific pattern of the considered time series. In order to describe
the pattern the full sequence is subdivided into runs. A Run is defined as an uninterrupted succession of the
same state. In our previous example only 2 runs can be identified for the grouped sequence as 16 runs occur
in the regular alternation sequence. For a random sequence the number of runs should be situated between
these two extreme values.
It is admitted, when the number of occurrence n1 and n2 for each of the two states exceeds ten, that the

distribution of random arrangement of two states within a sequence can be approximated by a normal

distribution with an expected mean Û and its variance #2û defined as follow:

We can then applied a Z test to compare the observed number of runs U with the expected one from a random
sequence:

The null hypothesis and its alternative are:

With a 5% level of confidence the Z value should be less than –1.96 or greater than 1.96 to reject H0 and then
to conclude that number of runs in the sequence is significantly different from the one in a random sequence.
Let us now look at the application of the Runs test to our illustrative examples: first the succession of mayor
gender for municipalities E and F and then the sequence of monthly car accidents in municipalities E and I.
The first variable “gender of the municipality mayor” illustrate a series of binary properties, female or male.
The next table lists the sequence for each municipality between 1900 and 1990. Thus the original values can
be used to identify the number of runs in each sequence for the municipalities E and F. The two sequences are
the following, with 1 for Female and 2 for Male:
Municipality E: 2 2 2 2 2 2 2 1 1 1
Municipality F: 2 2 1 1 2 1 2 2 1 2
For the municipality E we can count only 2 runs and calculate a value Z = -2.209. Thus the null hypothesis
of a random sequence can be rejected with a level of confidence of 5% as the Z value is less than –1.96. The
presence of only two runs within the sequence has only very little chance to result from a random arrangement;
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therefore there are certainly specific factors that contribute to this situation. On the contrary the sequence for
municipality F cannot be considered as significantly different from a random sequence. It contains 7 runs and
its Z value 0.492 lies within the critical region (± 1.96).

Gender of the mayor for the 9 municipalities during the period 1900-1990.

We are now concerned with the description of time series related with the number of monthly car accidents in
municipalities E and I (Table). We would like to analyse the succession of monthly accidents with respect to
the central tendency of the considered time series. Let us then group monthly frequencies into two categories:
category 0 containing months with frequencies below the mean value (i.e. 2.03 for both time series) and
category 1 including months with frequencies above it.
The following table summarises results for the grouping procedure and for the runs test applied to the time
series of municipalities E and I. While both time series have the same number of cases below and above the
mean value, their sequential distribution within the same period of time is obviously and significantly different.
The number of runs for time series E is significantly less than a random time series distribution, but this is not
true for the time series I with a Z value that belongs to the interval of confidence of 5%.

Runs test applied to time series of monthly car accidents for municipalities E and I. The threshold or

test value is set to the mean value for the grouping of original monthly frequency into two categories.

The graphical representation of the two series in next figure illustrates the differences of time distribution that
is pointed out by the runs test. It shows that time series I crosses the threshold value almost twice as much as
time series E. One can notice the strong influence of the threshold value on the number of produced runs.
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Distribution of monthly car accidents in the municipalities E and I during the

period 1900-1990. The threshold assigned for the runs test is the mean value 2.03

When transforming the original time series from an ordinal or cardinal level down to the nominal binary level,
different criteria can be applied to determine the threshold value for grouping into two categories:

• Differentiating between values below or above some threshold (ie. the central tendency as illustrated)

• Differentiating between “increasing” and “decreasing” situations.

It should be noted that the runs test reports only on the number of runs within the sequence, there is no specific
information about the length of each run.

EXERCISE

From the table describing the gender of municipality mayors during the period 1900-1990 (Table),
calculate the number of runs, the Z value and apply the test for evaluating the type of sequence for
municipalities B and D:

• Comment on test conclusions

• Identify the specific situation of the time series for the municipality D.

From the table describing the political majority of municipalities during the period 1900-1990 (Table),
transform original values into binary properties by choosing a relevant criterion for grouping the four
categories into two categories. Then calculate the number of runs, the Z value and apply the test for
evaluating the type of sequence for municipalities A and I:
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• Comment on test conclusions

• What is the influence of the grouping criterion upon the test and the objective of the test?

Table with transformed value properties

Markov chains:
You will recall from the section Global Property Change that we were interested in the summary of change
within a period of time with the use of only two time markers or limits. Transition matrices were used to
describe the global change of political majority in the nine municipalities between 1900 and 1990. We have
then introduced the notions of transition frequency matrix, transition relative frequency matrix and transition
proportion matrix. This was applied to summarise the overall change trend within the set of municipalities.
We would like now to analyse the succession of states within a single time series in order to evaluate the

probability of transition from one state to another. This refers to a transition probability matrix 10. Furthermore
this matrix expresses the probability that a state A will follow a state B, provided B occurs. This is called
conditional probabilities that are contained in the transition probability matrix.
In complement to the evaluation of global probability of occurrence from any state to any state based on

the analysis of the transition matrix, the construction of Markov chains 11 offers further investigations on the
sequence of state changes:

• to estimate the probability of occurrence from any original state to any final state after a specific sequence
of n steps,

• to estimate the probability of occurrence of each intermediate state in a specific sequence of n steps,

• to compare transition probabilities for the observed sequence with some reference models: deterministic,
random, uniform, …

10 A probability matrix that expresses a transition from one state to another

11 A technique to estimate the probability of occurrence from any original state to any final state after a specific sequence of n time steps.

It makes use of transition matrices
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Let suppose a time series composed of 64 observations regularly distributed within a period of time as illustrated
in the following table.

Hypothetical time series made of 64 observations regularly distributed

in time illustrating the change between three possible states A, B and C.

There are three possible states labelled A, B and C. As seen before, a 3x3 transition frequency matrix can be
constructed showing the number of times a given state is succeeded by another.

Transition frequency matrix produced from the sequence of 64 observations. It shows property change patterns

The measured time series contains 64 observations, so there are (n-1) = 63 transitions. Note that the rows and
columns totals will be the same, provided the sequence begins and ends with the same state otherwise two rows
and two columns will differ by one.
It is then possible to derive the transition relative frequency matrix and the transition proportion matrix (as
expressed in the two following tables)

Transition relative frequency matrix derived from the Transition frequency matrix
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Transition proportion matrix derived from the Transition frequency matrix.

It indicates the proportion of succession from any state to any possible state

Comparison with a reference sequence
An observed sequence can then be compared with a reference sequence based on their transition frequency
matrix (counts or relative frequency). The reference series can be either a theoretical model (deterministic,
random, uniform, …) or another observed sequence. One can use a Chi-squared test to determine if the observed
series is significantly different from the reference.
Analysis of the succession of changes
A sequence in which the state at one point is partially dependent on the preceding state is called Markov chains
(named after the Russian statistician, A.A. Markov). A sequence having the Markov property is intermediate
between deterministic sequences and completely random sequences. “In theory, the probable state of a Markov
system at any future time can be predicted from knowledge of the present state”  (Davis 1986).
From the transition proportion matrix (Table) it is then possible to evaluate the probability of occurrence of any
state from any original state after a specific number of time step in the sequence, assuming the relative frequency
distribution from the observed sequence is representative from the overall behaviour of the phenomenon.
In other words, one assumes that the relative frequencies correspond to the probabilities from the parent
population. When handling simple situations with few states and very few steps, it is possible to obtain such
probability of occurrence by an experimental approach, but a more general solution can be found with the
combination of conditional probabilities.
Let us take a simple situation to illustrate these two approaches. We would like to estimate the probability of
ending with the state A when starting with this state A in a two transitions sequence (a sequence with two
steps), based on the observed sequence (Table).
Experimentally we can start from the transition proportion matrix (Table) to construct a diagram of all possible
two steps sequences starting from the state A with their corresponding conditional probabilities.
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Diagram showing all possible sequences of two steps starting from state A with their corresponding conditional probabilities

From this diagram one can identify three corresponding sequences:

The probability of occurrence for each sequence is obtained as following:

Then the overall probability of ending with the state A when starting with this state A in a two transitions
sequence is:
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It then become tedious to compute experimentally all other possible sequences of combination of three different
states. Furthermore when the number of states and the number of steps increase, this becomes simply impossible
to achieve. This can be obtained with ease by matrix algebra.
In order to derive the probability of obtaining any i state from any original state after n steps, the resulting
probability matrix is simply the original “transition proportion matrix” called probability matrix [P] powered

to the number of step n: [P]n.

When applied to our above example, the resulting probability matrix [P]2 illustrated in the following
table shows not only the experimentally resulting probability PrA#i#A but also probabilities for all other

combinations.

Probabilities of obtaining each 3 states A, B and C from each of the same

3 original states after 2 steps. PrA#i#A is identified in the resulting matrix.

It is interesting to observe that when the number of step becomes important the rows tend to become similar.
This indicates that the influence of the original states diminishes with time; it is the expression of the
“persistence of memory” in a Markov process, as illustrated below.

Loss of influence of the original states when the number of step increases.

EXERCISE

Complete the following Table with the resulting probabilities attached to states B and C based on the
probability diagram (Figure).
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Time dependency:
From our everyday experience we are aware that the current property of a phenomenon is related with its
property a moment before as well as a moment after. This influence is known as the time dependency. If
we consider the physical phenomenon air temperature, we can feel that temperature properties are changing
throughout days, months and seasons but in a more or less continuously manner. We can then express the
rate of change of temperature within a specific period of time. Many physical, but also social and economical
phenomena present such a continuous temporal change of properties, although they can include some more
or less abrupt discontinuities from time to time. One analytic interest is to describe this rate of change that
expresses somehow the strength and duration (length) of the time dependency. At the opposite one can found
phenomena with no temporal continuity, they are called chaotic as properties are distributed like randomly
throughout time. This influence observed in the time dimension can be extended to the geometrical or spatial
dimension. The most obvious example is certainly the distribution of elevation along a profile. Elevation
properties vary continuously from a location to the contiguous one. This is known as the spatial dependency
of the phenomenon. The rate of change and the duration of the dependency can be also estimated in this
geometrical dimension.

Another interesting property of change is certainly the identification of periodicity 12 or sequences within a
period of time. When the periodicity is obvious we are then observing a cyclic phenomenon. Perfect cyclic
phenomena are very rare in the reality and this property depends on the time scale considered. The air
temperature illustrates once again a cyclic phenomenon with regular periodicities: daily, seasonally, annually,
… Although such repetitive pattern is not perfect, it is then possible to identify similar patterns within a
considered period of time.
As in the context of time series the description of property change is expressed by regular measures throughout
the time period, the indication of similarity can be estimated by a coefficient of correlation. One can then
compare the property of each step in the period of time with the one from the next and the following steps

successively. This is known as the auto-correlation technique 13. Practically the correlation coefficient is

12 A succession of properties that occurs regularly throughout time. For example daily temperatures or seasonal unemployement

13 A procedure to measure the time dependancy of a phenomenon from a time-series compared to itself at different time lags. (see Lag,

Auto-correlation coefficient)
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computed between a time series and itself with successive offsets between the time positions (intervals). The

amount of offset between the two time series is called a lag 14. When the two series are correlated with no offset,
the lag equals 0 and of course the correlation is perfect and without any interest. Assuming a time series made
of n positions (measures, steps), one can potentially compute correlation with different offsets varying from 0
to n-1 lags. However for the significance of the correlation coefficient the number of compared pairs must be
sufficient. This number depends on the size n of the time series and on the lag value. Usually the recommended
maximum number of lags is about n/4
The series of correlation coefficients computed for each successive lag can be represented graphically as a

correlogramme 15. It can be interpreted to evaluate the duration and the strength of the dependency as well as
the presence and the duration of periodicities.

Principle of auto-correlation technique illustrated for two different offsets: 2 lags and

5 lags on an imaginary short time series (overlapped segments are in red colour).

As the measure of correlation should be adapted to the level of measurement of the time series, one can imagine
to use the three typical correlation indicators adapted to each level:

• At cardinal level: correlation coefficient of Pearson (or Spearman for detecting non linear correlations)

• At ordinal level: correlation coefficient of Spearman

• At nominal level: association coefficient of Cramer (Cramer’s V).

To test the significance of the similarity between the two series at each specific lag, the computed correlation
value is compared with the one obtained from random sequence of values.

14 In time series analysis, variables can be compared synchronously or with a defined time lag. As time series are generally made of

regularly distributed intervals of time, this asynchronous comparison corresponds to one or several lag steps

15 A graphical representation of a succession of correlation values varying throughout time or space (see Lag, Auto/Cross-correlation)
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However, in practice we tend to limit the content of time series to two situations: nominal level for categories
and cardinal level for continuous values. Specific auto-correlation indicators are developed: the linear auto-

correlation coefficient 16 for the cardinal level and the match ratio for a measure of auto-association at the
nominal level.
Auto-correlation:
The linear correlation coefficient calculated at each lag L is the following:

Regardless of the number of pairs considered at each lag value, the denominator of the ratio rL corresponds
to the variance of the whole time series. When L=0 then the correlation coefficient corresponds to the linear
correlation coefficient of Pearson. Thus rL value varies between –1 and +1 and can be interpreted as the

Pearson’s coefficient:
A + sign indicates a direct correlation as a – sign indicates an inverse correlation
The strength of the correlation varies between 0 for no correlation to 1 for a perfect one.
The significance level of the correlation at each lag L can be estimated using the normal standardised probability
distribution z with:

We can then plot the successive values in a diagramme of auto-correlation called correlogramme. Its
interpretation will reveal the structure of the analysed time-series in terms of time influence decrease (rate of
change) and presence of periodicities (cycles).
Let us now briefly illustrate this technique with the two time-series on the frequency of car accidents for
municipalities E and I presented here. As each series is composed of 36 observations, the recommended
maximum number of lags is about 9 (or n/4), however this number will be extended to 19, about the half of
the series length, in order to better visualise possible cycles.

16 A coefficient that expresses the correlation value between a time-series and itself at different time lags. Their scale of measurement must

be at cardinal or ordinal level (see Lag, Cross-correlation)
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Correlogrammes showing the periodicity of car accidents for municipality E
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Correlogrammes showing the periodicity of car accidents for municipality I

Auto-association 17:
At nominal level properties expressed by numerical values have no hierarchical meaning. Thus the only possible
element of comparison between pairs of value is the “matching state”. Within each compared pairs, property

values are either identical (match) or different (mismatch). Thus an index of similarity 18 can be developed
for measuring at each successive overlap position (match position, lag) the degree of similarity or association.
Intuitively we can imagine this index as a ratio between the number of matching states and the number of
comparisons:

17 A procedure to measure the time dependancy of a phenomenon from a time-series compared to itself at different time lags. This technique

is adapted for data measured at nominal level. (see Lag, Auto-correlation coefficient)

18 An index expressing the degree of similarity or association between two time series or one by itself at different lag positions (see Auto-

association)
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Regardless of the number of compared pairs that change according to the lag value, this ratio varies between
1 and 0. A value of 1 indicates a perfect similarity or association as 0 indicates no association at all.
Similarly to the correlogramme, one can then plot the successive values in a diagramme of auto-association
called associatogramme. Its interpretation will principally reveal the presence of periodicities (cycles) within
the structure of the analysed time-series.
The significance level of the association at each lag L can be estimated using either a Chi-square test or
an approximation of the binomial distribution  (Davis 1986, p. 251). With a Chi-square test we compute a
normalised difference between the number of observed matches in the sequence and the number of matches
in a random sequence. This corresponds to the binomial probability of a given number of matches occurring
when a random sequence is compared to itself. It is given by:

Once the probability of a match (Pr) for a random distribution is computed, one can deduce the probability
of a mismatch Q as:

We can now estimate the number of matches (E) and mismatches (E’) occurring in a random sequence:
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It should be noted that the number of comparisons n’ expresses the length of the effective compared sequence
(overlapped segment) and therefore varies according to the offset (lag value).
We now have described all the components for the computation of the Chi-square value at each lag L:

Assuming this #2 test statistic has 1 degree of freedom, one can determine the significance of the association
index value for each lag L. A Yates’ correction factor can be applied to this statistic if the number of expected
matches is small as with a reduced overlapping segment  (Davis 1986, p. 250).
Let us now again briefly illustrate this technique with the time-series on the change in political majority during
the period 1900-1990 for the municipality E presented in section Methods for Time Series. The series is
composed of 10 observations, with 4 different properties (categories). Applying the previous rule, considered
lag range from 0 to 3 for the computation of the index of similarity aL . We have included lag 0 to illustrate the

situation of comparing the time series with itself without any offset. The table below shows the pair comparison
for the considered lag range.

Pairs compared for lags ranging from 0 to 3, discarded values are in grey.

Steps of the procedure are the following:
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1. Computation of the index of similarity value aL for lag 0 to lag 3

aL values can now being computed as the ratio of the number of matching pairs divided by the number of

compared pairs. The detailed computation is shown below.  
2. Computation of the probability of matches in a random sequence

We first have to calculate (#c k=1 #2 k ) in the above formula:

Finally Pr and Q have the following values for a sequence of 10 observations with 4 different properties:

• Pr = (26 – 10) / (100 – 10) = 16 / 90 = 0.18

• Q = 1 – 0.18 = 0.82

3. Computation of the Chi-square value for each lag L
The table below details the computation of each Chi-square value:

4. Test of significance of Chi-square value for each lag L
With a degree of freedom # = 1 and a confidence level of 95%, the critical Chi-square value is 3.84.
We can then conclude that Chi-square values for lags 0 and 1 are significant as they are not for lags 2 and
3. In other words the auto-association is significantly different from a random sequence for lags 0 and
1 but not for lags 2 and 3. Its time dependency decreases rapidly but the short length of this illustrative
series does not permit to observe the possible presence of change cycles. It is therefore not relevant to
build up an associatogramme.
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1.3. Multivariate time change analysis
What is the level of synchronisation between two phenomena or two features?
With multivariate analysis one can explore differences in evolution either between features or between
phenomena for the same feature. When comparing the evolution of two features or two phenomena, behaviour
differences correspond to non similar evolution trends or to a time-lag. When comparing time change, one
should clearly identify the precise context of the analysis in order to select the most appropriate method:

• The richness of the time dimension: the time period is describe with simply two limits or with more
details as a series of intervals constituting a time series.

• The level of measurement of the considered phenomena: nominal, ordinal or cardinal level. More simply
as qualitative or quantitative data.

• The number of features or phenomena to be compared: with two, pairwise comparison methods
(bivariate) can be chosen. With more than two, multiple comparison methods (multivariate) should be
selected.

The following table lists 3 methods for multivariate analysis of the time dimension. One is used for comparing
multiple features with several phenomena (variables) expressed at cardinal level but for only two time limits.
The two remaining concern pairwise time series comparison adapted to qualitative or quantitative data.

Examples of multivariate change analysis methods.

The principle of the change vector analysis method (CVA) will be briefly describe, as cross-association and
cross-correlation methods will be illustrated with more details in the following sections.

1.3.1. Change vector analysis method (CVA)

The principle of change vector analysis method (CVA) 19 is to describe the change of individual feature across
the different phenomena (variables) between two limits of time (two dates) as a vector within the variables
space. Basically a vector can be described with a magnitude and a direction component. The magnitude
component expresses the amount of change as the direction component informs about the type of change. The
next figure illustrates the principle of change vector description within a two-dimensional variables space.

19 The characteristics of a change in property value between two dates (moments) for 2 phenomena (variables) can be described as a vector

expressing the strength (magnitude) of change as well as the direction of change with respect to the two variables
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The two change vector components magnitude and direction describing the change of a feature between

two time limits. Illustration for a two-dimensional variables space (adapted from Eastman, 2008, p.104).

Bivariate situation:
The analysis of time change in a bivariate situation corresponds to graphics in the last figure. This can be
applied to simultaneously describe the change of properties of numerous features between two dates for two
phenomena. A graphical representation as a scattergramme allows a comparison of changes between features
to investigate. Change comparison is then based on three different characteristics:

• The location of the vector in this two dimensional space. It indicates the property values of each feature
for the two variables and dates.

• The magnitude component expresses the amplitude of combined thematic change during the considered
period of time. It indicates the individual dynamics of features.

• The direction component informs about the type of combined change between the two dates. It is
measured as an angle clockwise from one variable axis, the variable 2 in the last figure.

Features can then be grouped into classes or categories of change behaviour according to their magnitude and
direction values.

Multivariate situation:
When change analysis is concerned with more than two variables at a time, two strategies are available for
using CVA method:
The number of original variables can be reduced to two components through a principal component
transformation. This allows to return to a bivariate situation for the change vector analysis performed on these
two first components. This approach is relevant when original variables are sufficiently correlated for producing
a high degree of explained variations within the two first principal components. Otherwise this transformation
leads to a significant loss of thematic information when undertaking the change vector analysis.
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The bivariate change vector method can be extended to a multivariate situation. One can imagine a variable
space with not only two dimensions, but n dimensions. The multivariate change behaviour of each feature can
still be described as a vector with a single magnitude index, but with several direction indices, in fact n-1. The
magnitude component can still be interpreted as the individual dynamics of features and direction components
still express in a more complex manner the type of multivariate change occurring during this period of time.

1.3.2. Cross-correlation

We know that the correlation techniques express the amount of synchronised change between two phenomena
or variables. When applied to the time dimension one can compare property changes of an individual feature
for two different variables during the same period of time. Similarly it is possible to compare the behaviour
change of two different features for the same variable. This is obtained by comparing two time-series. For both
situations one expects to discover a significant similarity between the two variables or the two features during
the considered period of time. The hypothesis of a significant relationship between features or variables can
be validated only when change is synchronised within the considered period of time. Let us suppose that two
phenomena are strongly correlated, but with a time-lag between them or that two features are influenced by a
same factor but with a different time response and speed. Thus a simple correlation procedure that compares
the two time-series values on a date-by-date basis will indicate a very low degree of correlation. We have seen
in section Time dependency a technique called auto-correlation that is capable of comparing a time-series with
itself with different time-lag values. One can then imagine to apply this principle for the comparison of two
variables or two features shifted forward or backward. This can be performed with a technique called cross-

correlation 20. The context of use is slightly different and more complex than the one of the auto-correlation:

• The length of the two compared time-series might be different.

• To fully investigate possible shifts in time between the two series one should consider not only positive
time-lags but also those ones negative. We will then prefer the term of match positions rather than lags
to describe the successive comparisons.

• The equation for cross-correlation differs slightly from the auto-correlation index, but still refers to the
Pearson linear correlation coefficient. If the two series are called Y1  and Y2  and the number of compared

pairs (overlapped positions) between the two chains at the match position p is designated as n’, then the
equation can be written as follow:

20 A procedure to measure the correlation value between two time-series at different time lags. Their scale of measurement must be at

cardinal or ordinal level (see Lag, Cross-association)
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• The significance of the cross-correlation coefficient at each match position m can be evaluated by an
approximate test derived from a test developed for the correlation coefficient:

The degrees of freedom # equals n’-2 and the null hypothesis states that the cross-correlation is not
significantly different from zero.

Let us return to the evolution of the number of car accidents in municipalities E and I during the period of 26
months. This figure illustrates the regularity of car accidents peak every 6 months for municipality I and every
12 months for municipality E. When comparing their evolution pattern with cross-correlation technique, one
can expect to observe the following:

• There is no time-shift between peaks for the two municipalities as they match every month of July.

• Around February the difference between the two municipalities is the strongest.

• Cycle length is about 6 and 12 months for municipality I and E respectively.
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Cross-correlation coefficients (CCF) computed for the two time-series on the number of

car accidents in municipalities E and I. Match positions are in the range of –30 to +30.

EXERCISE

From the last figure and with the help of the distribution of monthly car accidents in the municipalities
E and I during the period 1900-1990 (figure), try to confirm the above three observations made about
the two time-series.
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1.3.3. Cross-association

The cross-association 21 is the alternative technique for the pairwise comparison of change pattern between
either two different features or two variables of the same feature, when the level of measurement is nominal
(qualitative data). The comparison process between the two time-series is similar to the cross-correlation
technique, but the measure of correspondence (degree of correspondence) at each match position is the index
of similarity. It is the same ratio as the index of similarity aL computed for the auto-association, but this time

it is called ap as match position can be negative or positive:

Again the ratio range between 0 and 1, expressing the strength of similarity between the two segments compared
at match position m. Successive values can be plotted in an associatogramme to identify match positions with
a high degree of similarity and the to interpret the related shifts in time.
The significance level of the association at each match position m can again be estimated using either a Chi-
square test or an approximation of the binomial distribution. Just like for the auto-association case, with a Chi-
square test we compute a normalised difference between the number of observed matches in the segment of
sequences and the number of matches in a random sequence. But in this context it corresponds to the binomial
probability of a given number of matches occurring when two random sequences are compared. It is given by:

Then the following steps are identical to those applied for auto-association index evaluation. Once the
probability of a match (Pr) for a random distribution is computed, one can deduce the probability of a mismatch
Q as:

We can now estimate the number of matches (E) and mismatches (E’) occurring in a random sequence:

21 A procedure to measure the correlation value between two time-series at different time lags. Their scale of measurement must be at

nominal level (see Lag, Cross-correlation)



Thematic Change Analysis

http://www.gitta.info - Version from: 31.5.2016  55

It should be noted that the number of comparisons n’ expresses the length of the effective compared sequence
(overlapped segment) and therefore varies according to the match position.
We now have described all the components for the computation of the Chi-square value at each match position
p:

Assuming this #2 test statistic has 1 degree of freedom, one can determine the significance of the association
index value for each match position p.
Let us illustrate this procedure of cross-association with the comparison of political majority change between
municipalities A and E during the period 1900-1990 (Table). The two series being similar in size –same
period- but describing two different features, comparison should be applied at both negative and positive shifted
positions as illustrated in the following table.
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Comparison of political majority change between municipalities A and E. Pairs

compared for match positions ranging from -7 to +7, compared segments are in bold.

Steps of the procedure are very similar to the auto-association technique, they are the following:

1. Computation of the index of similarity ap for match position -7 to +7

ap values can now being computed as the ratio of the number of matching pairs divided by the number

of compared pairs. The detailed computation is shown below.
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2. Computation of the probability of matches in a random sequence

We first have to calculate #c k=1 (X1k*X2k) in the above formula:

Finally Pr and Q have the following values for a sequence of 10 observations with 4 different properties:

• Pr = 26 / (10 * 10) = 26 / 100 = 0.26

• Q = 1 – 0.26 = 0.74

3. Computation of the Chi-square value for each match position p
The table below details the computation of each Chi-square value:
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4. Test of significance of Chi-square value for each match position m With a degree of freedom v = 1 and
a confidence level of 95%, the critical Chi-square value is 3.84.
We can then conclude that only the Chi-square value at match position -1 is significant. In other words the
cross-association is significantly different from a random sequence for a negative time-shift of 1 between
the two sequences. This can be observed when comparing the column “Pol. Maj. E” with the column
“m-1” of “Political Majority Municipality A” in the Table 2.32. The cross-association coefficients ap for
each of considered match positions can then be plotted as an associatogramme (Next figure). It shows
that largest similarities between the two series occur between match positions –2 and +2.

Associatogramme showing the successive cross-association coefficient values for match positions in

the range of –7 to +7. The two sequences are most similar with a time-shift corresponding to one year.
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EXERCISE

From table expressing political majority change between municipalities A and E during the period
1900-1990 (Table) try to visually estimate:

• The two municipalities with the highest similarity at match position 0.

• Two series with a high degree of similarity but with a time shift either negative or positive.
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1.4. Summary
The objective of a thematic change analysis is to explore, understand and/or to forecast changes in the properties
of spatial features. Since only the thematic and the time dimensions are concerned, many “standard” methods
and techniques are offered to analyse such changes. Therefore, the main challenge is to select the most
appropriate methodology that satisfies our objectives in a specific informational context. One can describe
either the overall pattern of change within a set of spatial features throughout a period of time, or the analysis
can concentrate on their individual change characteristics.
This Unit proposes a framework to organise potential methods with respect to the objectives and to the
information context of the change analysis. It is structured into three sections: the production of change
indices, the description of the behaviour of time series, and multivariate time change analysis. Such approaches
are mainly concerned with the thematic changes of the properties of spatial features, both at univariate and
multivariate levels.
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1.5. Recommended Reading

• Abler R., Adams J., Gould P., 1972. Spatial Organization, The Geographer's View of the World. USA:
Prentice Hall.

• Caloz R., Collet C., 2011. Analyse spatiale de l'information géographique. Lausanne, Switzerland:
PPUR.

• Davis, J.C., 1986. Statistics and data analysis in geology. New York: John Wiley &Sons.

• Eastman, R., 2008. IDRISI - Taiga GIS and Image processing software, Reference Manual. Worcester,
Clark Labs, Clark University, USA: Worcester.
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1.6. Glossary
Allometric function:

A regression function that describes the growth rate of a part with respect to the growth of the entire organism
(see Allometry)

Allometry:
Allometry is a concept developed in biology. “Allometry: the relative growth of a part in relation to an
entire organism or to a standard” (Merriam-Webster)

Auto-association:
A procedure to measure the time dependancy of a phenomenon from a time-series compared to itself at
different time lags. This technique is adapted for data measured at nominal level. (see Lag, Auto-correlation
coefficient)

Auto-correlation (temporal):
A procedure to measure the time dependancy of a phenomenon from a time-series compared to itself at
different time lags. (see Lag, Auto-correlation coefficient)

Auto-correlation coefficient:
A coefficient that expresses the correlation value between a time-series and itself at different time lags.
Their scale of measurement must be at cardinal or ordinal level (see Lag, Cross-correlation)

Change index (global):
A change index is an indicator derived from multitemporal measurements. It expresses the amount of change
within a period of time. It can describe the change behavior of a set of features (global) or of individual
features. It can result from a difference, a ratio, ...

Change vector analysis (CVA):
The characteristics of a change in property value between two dates (moments) for 2 phenomena (variables)
can be described as a vector expressing the strength (magnitude) of change as well as the direction of change
with respect to the two variables

Correlogramme:
A graphical representation of a succession of correlation values varying throughout time or space (see Lag,
Auto/Cross-correlation)

Cross-association:
A procedure to measure the correlation value between two time-series at different time lags. Their scale of
measurement must be at nominal level (see Lag, Cross-correlation)

Cross-correlation:
A procedure to measure the correlation value between two time-series at different time lags. Their scale of
measurement must be at cardinal or ordinal level (see Lag, Cross-association)

Lag:
In time series analysis, variables can be compared synchronously or with a defined time lag. As time series
are generally made of regularly distributed intervals of time, this asynchronous comparison corresponds
to one or several lag steps

Linear regression function:
A regression function that relates a dependant variable Y with one or several independant variables Xi in a
linear manner. A first degree polynomial function is a linear function (see Polynomial regression function)

Markov chain (analysis):
A technique to estimate the probability of occurrence from any original state to any final state after a specific
sequence of n time steps. It makes use of transition matrices
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Periodicity:
A succession of properties that occurs regularly throughout time. For example daily temperatures or
seasonal unemployement

Principal component analysis (PCA):
A procedure that transforms an original set of variables into a set of Principal components. This
transformation removes the original correlation between variables (information redundancy) and structure
the overall variability into ordered components (the first component carrying more variability than the
second, and so on)

Runs test:
A runs test aims to compare an observed time series with a random sequence of states

Similarity index:
An index expressing the degree of similarity or association between two time series or one by itself at
different lag positions (see Auto-association)

Thematic properties:
Values attached to observations expressing their property for each considered phenomenon (variable)

Time series:
A sequence of measurements ordered according to Time (moments of time). It describes the change of
properties of a single observation throughout time

Transition matrix:
A general term to identify any matrix that expresses a change of properties (states) between two moments

Transition probability matrix:
A probability matrix that expresses a transition from one state to another

Transition proportion matrix:
A matrix that expresses the tendency of one state to follow another

Trend surface (analysis):
A regression function modelling the property values (Z) based on their location (X,Y) in space: Z = f(X,Y)
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